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Chapter 1, INTRODUCTION

One of the basic assumptions underlying work in generative
grammar is that sentences in natural language can be arbitrarily
long, and of unlimited complexity. The argument supporting this
assumption is analogous to the proof that there is an infinite
number of integers, each one of which is finite, Just as any
integer can be added to any other integer to produce a larger
entity which is also an integer, any grammatical sentence can be
conjoined to any other grammatical sentence to produce a longer
gentence which is also grammatical., There is thus no such thing
as the longest grammatical sentence in a natural language. Just
as the number of integers is infinite, the number of grammatical
sentences is also infinite,

In order for a finite grammar to enumerate an infinite set
of sentences, it must incorporate the property of recursioni in
other words, the oufput of some rule must at some point be able
to serve as input to the same rule, thus creaiting a so-called loop
in the derivation. The following grammar fragment, for example,

is recursive.

(1) (a) S -3 NP VP

(B) VP =% V NP

(e} NP - S

(d} NP = DET (ADJ) N

The output of rule (a) can serve as input to rule (e), whose
output again serves as input to rule (a). A special case of a

recursive grammar is a grammar containing a recursive rule, such

as rule {(e) or rule (f) below:




(e) NP -3 NP S

(£f) S -3 S and S
Ih this case, the symbol being rewritten, (NP in (e), S in (f)),
shows up on the right-haﬁd side of the same rule, Rules (e) and

(f) can thus reapply immediately to their own output, without any

other rules intervening.

Given that a grammar has the property of recursion, there is
no limit to the number of times a derivation can loop. The follow-
ing sentences, therefore, are both grammaticai. ‘

(2) The cheese that the mouse that the cat that the dog that the

farmer owned bit chased ate was rancid,

F/k\vp .
Z:::::::-_
"’///§>i\\\\\ was rancid

the cheese NP

= 3 { ‘\\ﬁ

the mouse N v the cheese

the cat ,/;i chased ﬁhe mouse
N

NE’F\P v\"'ﬂ

the dog blt the cat
Q; v |

E the farmer f P

] owned the dog




linguistic competence; in other words, the speaker's internal

{3) The farmer owned the dog that bit the cat that chased the
mouse that ate the cheese that was rancid.

S~

NP VE

the farmer f\\\

)f P
owned,nﬁ§\\
the dogggP P

the dog

v N
b
‘ P
the cat P VP
====§2= VAN
the cat )

rd

/

chased ﬁ jt\\\\
the mouse HP }E\\

the mouse V }Ei\\\
/
ate NP 8
/\ i\h

[ R ——. 1)

A
the Chizii’ﬂg‘xfp

the cheese was rancid

Although neither of these sentences is likely to be said by any

native speaker of English, both are said to be within the speaker's

grammayr is capable of generating them. What prevents them from
beling actually produced has nothing to do with the language or the
grammar of competence, but rather is due to limitations of the
speaker, and to external factors, For example, no single human
being could utter a sentence which would take three centuries

to say. This inability, however, is due not to any characteristic
of the language, but is a consequence of the limited life span

of human beings., Other practical limitations on sentence length

1)
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are imposed by the necessity for eating, gleeping, and in generalm
doing other things besides speaking. Again, these limitations
have nothing to do with language. There are many other factors

such as interruptions, lapses of attention, slips of the tongue

and false starts, all of which may cause a speaker's performanc:

to deviate from the language of his competence.

Certainly, if one were attempting to give a coherent aceount
of the grammar of a natural language, one would not want to be
concerned with irregularities and idiosyncracies attributable
to the above factors, Chomsky (1957) has restricted the domain of
grammar by making the fbllowing idealizations:

The native speaker/hearer whose language we are concerned
{ with lives in a completely homogeneous speech community, acquires
language instantaneously, has no limitations on memory or attention]
and is comple
perturb his linguistic output.

As such, (2) and (3) above are both grammatical, even though
real native speakers find (2) much less acceptable than (3).

The phenomena deemed irrelevant to the study of competence
| are basically of two types: +those which are completely idiosyn-
‘cratic and unpredictable, such as slips of the tongue, lapses of
attention, and interruptions of various sorts, znd those which
| are to some degree systematic and therefore predictable. The
predictable phenomena can be further divided into two types:
those which impose limite only on sentence length, and as such
exclude sentences which take hours or days to say, and those which
E impose limits on sentence complexity, In this last group are the

phenomena which are in all probability attributable to the

limitations of short-term memory,
- ) - -

NN




Chomsky (1965) has termed all of these phenomena performance
factors, and claims that "investiga%ion of performance will
proceed only so far as understanding of underlying competence
permits,"” (Chomsky, 1965, p. 10}

Implicit in the competence-performance distinction is the
claim that it is possible to give a complete account of the
grammar of.a natural language without having to refer toc any per-
formance factors. In other words, 1t is not the case that per-
formance factors will be needed in order to motivate any rules
which occur in the grammar of competence., This is an empiricai
claim, and there is some evidence against it. Consider the
following pairs of sentences:

(L4a) Fred donated the money which his father's great-aunt Martha
had left to him in her will to the United Way.
(4b) Fred donated to the United Way the money which his father's
great-aunt Martha Had left to him in her will.

i L]
Joneg always mowg hig lawn

Ty
n
0
3
oy
[
o
=
3

for the sole purpose of annoying his neighbors is obvious.
(5b) It is obvious that Mr, Jones glways mows hisg lawn early
Sunday morning for the sole purpose of annoying his
neighbors.
{6a) A truck carrying thirty-five tons. of garbage to the dump
outside of town hit my car.
(6b) My car was hit by a truck carrying thirty-five tons of
garbage %o the dump outside of town,
(7a) I found several messages and a huge pile of assignments to .
be corrected on my desk,

(7b) On my desk I found several messages and a huge pile of
assignments to he corrected,
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The (b) sentences above are derived from their (a) counterparts by
the_rules of Heavy NP Shift, Extraposition, Passive and Adverb
Preposing. All of these rules are optional in these cases, and
all of them have the effect of causing a so-called heaVy constit-
uent to occur at the end of the sentence, In all four cases,
the (b) sentence is somewhat easier to understand than the
untransformed (a) sentence., Since a grammar of competence is not
concerned with how easy sentences are to understand, nothigg can
be said which would capture the common effect of these rules.
In such a competence grammar, it would therefore be only a
coincidence that there are at least four rules in the grammar which
can cauge a heavy constituent to occur at the end of the sentence.
Now consider (8a) and (8b) below, as compared to (4a) and (k&b)
above,

f G\ Theam 3 T nn e o DY * S 1
\oa ) STrel uolldavell ILls HUI!.E:{ [

his family had founded and supported for four generations,
{8b) Fred donated to the charitable organization that his
family had founded and supported for four generations his
money.
In both cases, the (b) sentences are derived from the (a) sentences

by a rule moving an NP to the end of its clause, Let us call the

, NP Shift

w . LR o F

If both

ule derivin (Lb) angd

g (8b) from {(8a) Ligh
{8b) were derived by the same rule, it could be called.simply

NP Shift. In a grammar of competence, there are no grounds for
predicting that a language will have a rule of Heavy NP shift,
rather than a rule of Light NP Shift, or a rule of NP shift? In
terms of competence, therefore, it is a coincidence that many

languages do, in fact, have Heavy NP Shift.




It should also be noted that in a traditional grammar, all
of the rules mentioned above are optional; that is, grammatiéal
sentences result whether or not the rules apply. It can be
shown, however, that in most cases one of the two alternatives
ig decidedly more acceptable than the other. (&) - (7) above
are such examples, as are the examples below,

l (9a) That John will win the race which‘he decided to enter at

the last minute is certain,

(9b) John is certain to win the race whiech he decided to enter

l at the last minute.

i (10a) To convince John that this book should not be published until
next year will be easy.

} (Iob) John will be easy to convince that this book should not be

published until next year,

In practice, then, the ften is no%

ilirtig A& u‘n-l

4]
n
[»]

random, but rather can be predicted by the effect of the
application of the rule on sentence acceptability.
’ This is not to say that, the idealizations made by those
working on competence grammars are invalid. One might conceive of
a whole series of levels of abstra¢tion, any one of which defines
'a possible domain of investigation. The most abstract level would
correspond to the traditionally defined level of competence, or
perhaps to something even more idealized. At the least abstract
level, one would factor out none of the irregularities of human
linguistic behavior, Moore (1967) has also discussed this
question, and notes the following:

I+ is not the case that a choice has to be made between

levels of abstraction, It is sufficient that their

existence and its relevance to a total account of
language ig noted, There is nothing reprehensible in

L_....!‘-"""."—;.m_




investigating an unconstrained creative system such as the
grammar of competence turng out in part to be, But given
that a goal, admittedly a distant one, of linguistic
enquiry is a theory that more closely simulates as much

as is known or discovered about language behaviour, a
theory is preferred that not only provides a systematie
account of the rule-governed creativity of language,

but one that also accounits for predictable bounds on

certain directions that that creativity may take. (Moore, p.40

The idealizations defining the level of abstraction of the

present study are as follows: We are concerned with the linguistic

behavior of a speaker/hearer who lives in a totally homogeneous

speech community, who acquires language instantaneously, and who

| is unaffected by interruptions and distractions. He never tires,

or needs to eat or sleep, etec., and as sueh is quite capable of
uttering a sentence of any arbitrary length, Crucially, howéver,
this speaker/hearer has the same short-term memory capacity as

a normal human belng, and therefore cannot utter sentences of
unlimited complexity., For example, (2) above is unacceptable

at this lev

The aim of this thesis is to discover exactly what the

imitations are on sentence complexify, and to construct a model
to account for them. A priori, the only constraint on the model

is that it must work in a way which reflects the temporal ordex

of speéch. We shall for convenience refer to this as working

left-to-right. The reason for requiring that the model work
left-to-right is that eventually, one would like to develop an
actual acecount of sentence production, which would accurately
reflect the way sentences are produced by human beings, No
claim to psyehological reality is made in this thesis, however;
extensive experimental work would be required before any other
such claims could be made. It should therefore be borne in mind

that when statements are made about the speaker's capacity for

8




procéssing sentences, what is meant is the capacity of the
idealized speaker/hearer defined above.

The study is organized as follows., In chapter 2, an account

is presented of three previous attempts to account for limitations

on sentence complexity, which served as points of departure

for the present work, A brief summary is then given of the

major literature on the subject. In chapter 3, the first |
hypothesis is presented and shown to be inadequate. Chapter 4
develops the model in its entirety, using examples from English
only, In chapter 5, another languaée type is introduced, and

the model is shown to be adeguate for these cases. In chapter

6, coordinate structures are accounted for. In chapter 7, several
previously unsolved syntactic problems are sﬁown to have simple
solutions in terms of the model presented in chapter 4, Chapter

h4+ &
L I

h used to tast

®
] [+ o %y o~ - faY
AMSNOUVE WAILCH TiL - wWoo

&
vhe psychelogical reality of the model, and discusses the

relationship between the model and accounts of competence,




FOOTNOTES TO CHAPTER 1
1, Ross (1973) has proposed a rule of NP shift,

i

(b) from (a) below:
(a) S
NP VP ’
/’\

Sam N NP N
i/ 4”#hh‘*ﬁn
bought his father a presen

Sam v NP a present
‘/\

bought his father

This rule is needed to account for facts related

ces not change the 1linear order of co

et ) el = Wil$ mllaTlha o

| e

SLinns
L et

t

unrelated to the rules under discussion here.

which would derive

to parentheticals,
.i¢

1gtituents, it is
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Chapter 2, DISCUSSION OF THE LITERATURE

2.0

Wany scholars have worked on the problem of sentence
acceptability, and on related problems, from many differenﬁ
perspectives. The extensive literature on machine translation and
automatic parsing is relevant, since any automatic process which
decodes sentences of natural language may provide some insights
as to the problems faced by human listeners when they undefstand
a sentence, There has algo been a great deal of experimental
work done which attempts to determine how syntactidé processing
works, and what syntactic factors affect the comprehensibility
of senfences. In addition, several theoretical models have been
proposed which take memory limitations into account,

Thig chapter is devoted %o discussing in some detail the

proposals of Moore (1967), Yngve (1960) and Kimball (1973), and

a constraint proposed by Ku¥era (personal communication). Other

literature on the subject of sentence acceptability is then dis-
cussed fairly briefly. : -
2,1

We have seen that one of the important characteristics of

a traditional grammar of competence is that it allows for

T TS O AR T et ToBCmb e AT e M XL

unlimited recursion, This allows sentences like (1) to be

generated,

(1) #The prisoner that the lawyer that the judge that the President
appOinted reprimanded defended was convidtad?”%ﬂﬂ e

We have also claimed that an account of performance will have

to provide some prinecipled way of excluding such sentences.
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Moore (1967) has proposed a model for doing this, which I
will discuss indofar as it is relevant to this study. First of

all, Moore claims that every simplex sentence has two major

compénenﬁsi a‘t0pic (T) and a comment (C)?’ T is what the speaker

'infends the hearer to have in mind in order to understand the

gsentence; in other words, what the sentence is about. C is what
the speaker says.abOut T, -

Topiés iﬁ simplex sentences in English-can be signalled in-
various ways. The.following examples illustrﬁte‘some of them.
(2) The library was destroyed by a terrible fire.
Here, the definite article in the subjesct NP shows that the library
is known to the hearer, aﬁd the rest of the sentence tells the

hearer something about the library.

3) Fred? He's my brother.

F
£
}.J
®
ol
®
.

I3
[

¢
o
o
I....Io
[#)]
M

Olaarlsr . +h3
WL e e Bl

In general, T seems %o correspond roughly to the Praguian

notion of theme, or nld information, Mocore refines +the notion

of topic, so that it is defined, not for each utterance, but

rather for each elause, He deals exclusively with restrictive

relative clause embeddings, and défines the topic of a relative

clause as the NP which is co-referential with the head NP, In
surface structure, then, the topic of a relative clause shows up
as the relative pronoun., The comment is defined as everything

in the clause except the topie. Clearly, C cannot be a deep
structure node, since T is not necessarily either sentence-initial
or_sentence—final. C may therefore be discontinuous in under-

lying structureE as shown by the following example:

rov—— —

o



(4) The book which I gave to my father is a best-seller,

The underlying structure for (4) is represented in (5).

i S ,,_——?’§“‘*~v
- N?,”“\\\ f//*~\\\ |
tﬁg,bod< N%ffm\yp ;<;t;?:;Z?aF
. _ s e e
' '}V/\

gd@gz’ the book‘§;“m‘N

(TOPIC) | =

to my fathsr.
L\ i
N

]
L commenT —

As we shall see, however, while the comment can be discontinucus
in underlying structure, surface structu;e pfeSents an entirely
different picture, Consider the following sentences in terms of
their topic-comment alignment:

(6) #The prisoner Tl/that /the lawyer /thatTB/the judge

reurlmanded 3/defendedcz/was conVLcted.Cl/
{1 (7) The judgeTllthatTZ/repri anded the lawyer /*h“+T3’
defended the prlsoner 3/was past retirement age.01/

l {8) The prlsoner /that /was defended by the lawyer /thatTB/

! the judge reprimandedCB/was convicted.01/

#Th judgeT1!+hﬂ Tz/the Tawye-cz/thatijdefended the priSOnerCB,
Cl/

-

ﬁ was reprimanded_by /was past retirement age.
Notice that in the case of the unacceptable sentences (6) and (9),
there is a disjunction in €2, whereas in the acceptable sentences
(?) and (8), the T-C alignment is of the following form:

' ri, T2, C2, T3, C3, s.. Tn, Cn, C1

Moore claims that the unacceptability of sentences (6) and {9) is
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due precisely to the fact that the comments are disjoint on the

surfacé., He gives many examples to support this claim, and T will

ﬁot”unté them here, (Mobre; ﬁ.?agn’ His next task is to provide
some mechanism ‘to prevent comments from showing up on the surface
as disjoint. Since he wants to control the derivation to produce
only acpeptable sentences, rather thaﬁ provide a filtering
mechanism, or surface structufe constrainf, he must séate his
restrictions at the level of deep structure., As we have seen in

-(5);:COmmént &isjunctibn at the deep structure level does not

necessarily result in surface structure comment disjunction. The.
J

statement, therefore, cannot take the form of a trivial condition
on deép structures. |

Moore's statement of the constraint is as follows:

The configuration in Sz of a comment functioning

as a topiec to S, followed by a copy topic, is

an index that obligatorily requires the operation

of the Passive transformation, (Moore, p. 73)

This statement is inadequate'for two reasoné, one of which
Moore discusses, First, consider the following sentence, which
is perfectly acceptable, |
(10) The rockTi/hit the manci/thath/was crossing the streetcz/

thatl>/runs in front of my nouse.t2/




. | e o
e
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the rock = V.

]
hit NP

the man N§/~&\?P-_
/ﬁ““ﬁs.

the man V. " NP .

was crossing NP 33

\
- the street NP - }2\\\\5
the street V . PP
/\.—

runs 1in front of my houee

In this case, the comment in S2 {street) is functioning as a
topic to S3) and 1t is followed by a copy topie, Clearly, nothing
needs to be done to this sentence for it to be acceptable, In fact|

-1f Pagsive operates in S,y We obtain {(11), which has comment
disjunction in S5, and is much worse than

/ A - -
(10}, if not com

letely

=l
-

naccentable.

(11) #The rocle/hit the man01/thatT2/the streetcz/thatTB/runs in
front of my houSeCB/was being crossed by.cz/

This problem can be solved if the original statement is modified

‘a8 foliows: (this formulation serves the same purpose as does

Moore's {p.%#5 ) but is simpler). The configuration in S, of a

comment NP, which is also the subject of Sos functioning as a

topic to 53’ followed by a copy topic, is an index that obligator-
ily requires the operation of the Passive transformation,

The second.problem with Moore's formulation, unfortunately,
is not as easily solved, Notice that there are cases where the
operation of Passive is required, but the structural description

of Passive is not met:




——

o m4 ‘
(14) The book‘“/thath/the man had’~/whom

. _ 16
(12) #The man®'/that??/the gir1®%/that’>/the dog was mad at®?/
| waé fond ofcz/criéd.01/3

There is a'general convention that if the structural description
for an obligatory rule is met; and that rule does not apply then
the resulting sentence is ungrammatical?'(Lakoff; 1965 and
Perlmutter, class.discussiOn,.lg?E) This convention, however,
will-not'hélp ué here, since fhe structural description for Passive:
is nqt met at any pdint'in the derivaﬁion._ One might pOstuiate
an analogbus principle; to the effect that if Passive is required
by the T-C configuration, and Passive cannot apply, then the
séntence will be unacceptable. This principle is less than
satisfactory, since passivization is not the bnly means by which
the correct T~C aiignment can be achieved. in gome cases, although
not in the case of (12) Extraposition from NP can be used,

Consider the following;

(13) #The boole/thath/tne manpz/whomTB/the dog bitcB/hadcz/was

a best-seller.C1/

iC2 fuhom® 3/%he dog bit®l/was &
best—seller.C1/ m

Given the extreme simplicity of the major principle, -- comments

must not be disjoint in the surface structure of a sentence --
and the complica
is led to conclude that the problem might be more successfully
handled if one were to lbok at it from another angle. Ideally,
2 constraint which exists solely to ensure the continuity of
comments should be stated in terms of comment unity, rather than

in terms of other facts which may turn out to be only accidentally

related to comment disjunction.
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Moore's model is also limited in that it deals only with
relative clause embeddings., It is not clear from his work, for
example, what the topic of.the embedded. sentence in (15) is:
(15)' The proposal that the committee adjourn until the new year

was accepted. |
A model which accounfed for the facts of restrictive relative
clauées'withih a general théqry of embeddings would clearly bhe

more adequa‘te .




2.2

Ano%her_way of stating Moore's principle has been proposed

i by Ku¥era (personal communication). This involves a global

derivational constraint, as follows: |
5; -> (+Passive) if in P, C; is disjoint, and 1,
| ' where P, is the surface structure obtained by -
applying thé fewest transformations possible,
and C, is the coﬁment in Si, {following .
standardfconventiohs for numbering S-nodes,
with S, being the matrix.)
Ku¥Xera adds an additional statement to the constraint, as follows:
If, in Pn’ C; and Cy are disjoint, and j»i, then a scale of
acceptability obtains, as follows:
no passive { passive in Sj only { passive in Sy only 4 passive in
S, and $ |

£

i h] : .
where <& means less acceptable than

This scale is illustrated by examples (16} through (19):

(16) ##The prisonermi/thatTZ/the laWyercz/thatTB/the judgeCB/

thatT™/the President appointedcu/reprimandédc

Ci/

3/defendedcz/

likes peanut butter.
(17) #The prisonerTl/thath/the lawyercz/thatT3/was reprimanded

by the judgeCB/thatTa/the President appointedca/defendedcz/

likes peanut butter.01/

(18) ?The prisonermlfthath/was defended by the lawyercz/thatTB/
the judgec3/thatT4/the President appointedca/reprimandedc3/
likes peanut butter.CI/

(19) The prisonerTi/thath/was defended by the 1awyercz/thatT3/

- was reprimanded by the judgecq/thétTaythe President
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appointedchylikes peanut buttér.01/ |
Ku¥era has further shown that his constraint, with a slight
modification, can accounﬁ for an analogous set of facts in the
Slavie languages. Slavig languages'hafe available the transfor-
mation of Word Order Pefmutafion, which obviates the need to use
Passivé.  Not surprisingly, non~reflexive passive sentences are

B

would be stated as follows:

$; = (subject-final order) if, in Ps C; 1is disjoint,
The rest of the econstraint WOuld be exactly the same as the one
stated for English.

‘This solution is more adequate than Moore's for the following
_réasons. First of all, it is stated in termé of comment
disjunction, which is exactly what is at issue., Secondly, it has
something to say about the varying degrees of acceptébility of
Senténces_(lé) through (19), Whefeés Moore's.model would predict
that sentences (15) through (18) are completely unacceptable, On
the other hand, one must ask the question of whether global
derivational constraints ean be incorporated intb a model of
performance which works in a left-to-right way. A model which
generates surface structures directly, in a way which simulates

the tem self

which must be stated in terms of an entire syntactie derivation,
complete with the c¢cyelic application of rules,

Consider the following sentence:

5(20) Fred asked Mary to order John to tellhis son to clean his

raom,

rélativély rare in the Slaviec languages,” For Slavic, the constralnt

n

I
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P NP
order John

S~
NP . VP

Joh% x/;-\mp

tell John's son S%

.
NP . VP
A
John's son V NP

clean John's son's room

‘Cyclic rules, working on this'sentence; would apply first to Spo

which is in fact the rightmost sentence in the utterance. The
rply, then, in an essentially right-to-left

uuuuuuu o

order, the opposite of temﬁoral order, A priori, this type of

phenomenon seems to be gsomething one would went to avoid in a left-

to-right model of performance, I am of course taking no stand as

‘to the merit of global derivational constraints in a grammar of

competence, Nor am I sure at this point whether they will even
be avoidable in a complete account of performance. So far they
have not proved necessary, but it may later turn out that they

are required,

20
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2.3

So far, we have seen two proposed accounts for the unaccep-
tability of sentences like (1). The third proposal which I shall
discuss_(Yngve,'1960), $s somewhat more similar to the one which
I will;propose in Chapter a,_in that it was intended to generate
gurface structures directly, in a left-to-right manner, The
original'domain'of Yngve's”work was the fileld of machine trans-
lation, and his model, theoretically, could be applied to the
automatic.recbgnition and production of sentences.. He proposes
that sentences are generated from left to right, according to the
expansion rules of a context-free phrase structure grammar. The
leftmost node is always expanded firsf, and the nodes waiting
to be expanded are stored in a "temporary meﬁory“ which is formally
equivalent to a pushdown store. An example will more clearly
the workings of this model.

Let us assume that tue phrase gstructure grammar contains,
among.others, the following rules:

S - NP VP

VP - V NP

NP --» DET N

DET -3 the’ - -- o

N --» boy, man

V == saw

This model would generate the sentence The man saw the boy with

an output like the following:
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(21) | . '
- OUTPUT | REGISTER STORE

S
s NP | VP

S NP |DET | N VP

_ = ' _ S NP DET | the | N VP
] : S NP DET the | N VP
' : S NP DET the N man | VP

: S NP DET the N man | VP

s NP DET the N man VP v NP

5 NP DET the N man VP V saw | NP

5 NP DET the N man VP V saw | NP

: S NP DET the N  man VP V. saw NP DET | N

S NP DET the N man VPV saw NP DET | the | N
S NP DET the N man VP . V  saw NP DET the | N

S N DET the N man VPV gsaw NP DET the N boy

S NP DET the N man VP V  saw NP. DET the N boy ! -- | --

The derivation thus proceeds through the tree in the following
ways ‘

(22) | S

¥Ynzve then defines his "depth hypeothesid as follows:

The depth (d) of a node A is the number of items contained in
'the'temporary memory at the point in the production when A is
in the register. For example, d for man in {21) is 1, since
when man is in the register, the stowe contains one item, VP. 4d
for DET in the subject NP, on the other hand, is 2, since when
DET is in the register, the store contains two items, N and VP.

Dg or dmax* is defined for a sentence as the maximum number
of items contained in the temporary memory at any one point during
the production of the sentence. In other words,'D represents the

storage capacity required for the production of the sentence. D.

|I— _
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for (21) is 2, (

It can easily be demonstrated that in order %o produce the set
bf Weil-formed algebraic expressions, a temporary memory of
infinite capacity is required. Having done this, and given the
obvidus fact that human beings do net possess infinite memory
capacity, Yngve asks whether his model, equipped with a temporary
memory of some finite capaclty, would be adequate to produce all
the sentences of a natural language. He calls a grammar

well;behaved if it generatés a language all of whose sentences can

be produced by a device with a temporary memory of finite capacity.
If, in fact, the grammar of English is well-behaved, it is then
interesting to ask what the capacity of the temporary memory

v'must be, Given Miller's work on short-term ﬁemory (Miller, 1956)

Yngve suggests that a capacity of 7%2 items might be reasonable.
If Yngve's hypothesis ig correct, then, the D-value will
indicate the relative'accaptability of a sentence, or in other
words, how easy the sentence is to understand., Possibly, sentencesl
with depth less than 7%2 will be acceptable, while those with
greater depth will be incomprehensible, ‘
Let us test this hypothesis by examining some of Moore's
examples, and some others, in terms of their depth. The subscript

on each node indicates the depth (&) that thaf node would have

if the sentence were produced by Yngve's model.

!
L




(23) #The prisoner that the laWyer that the judge‘reprimanded
defended likes peanut butter.
So
i o _ o
q . /‘/}i\i | Po
/N{L . {S\ V"\ N[Ec‘\-.
DETy N, RELPy NBR VP, likes N, Ne
| prischer _ 'é.' ~ peahut butter
the . that 4 ,
, ",,17§P§ 1§efended
DET¢ Ny RELP4 122 VP,
| lawyer | 1‘( ,
D= 4 the " that e
DET 4 INE reprimanded
‘tﬁe'judge

(24) .The judge that reprimanded the lawyer that defended the

prisoner was past retirement age.

/\M
/\ i
NE, S, % PP

o
A\

the judge _ past N, ‘ Ng
RELP2. VP { !
i /‘L‘ﬁhjﬁ retirement age
reprimanded NP, Sy
D%Tg N,  RELP, Y2,
! I
the lawyer <that Vo NP
_ _ !
g D= defended D%Ta_ T‘

the prisoner

2L
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NE, VP
NP 5. Ve
N, NP, VP, bark

dogs NP3 Sz v,

Na NP VP own D=3
2 E

/7 I'*

people N3 Va

N\
ehildren 1like

(26) The prisoner that was defended by the lawyer that was
reprimanded by the judge likes peanut butter.
o - : . .
NP,

/ﬂ\z - ‘
e A\ thes £ T,
*he prlsonen/// \\ \

RE%P VP, PP, peanut butter
that V; PRT, P

7/ 5
was defended Eﬁ/ﬁgihh‘hﬁ‘S

M
DETy N, RELPg Ve, PP,
the lawyer *t:haﬁ:./y.5 PRTy ?z_ NP,
i
was vrepri- by DETz N,
manded i
the judge

Notiee that none of these sentences exceeds Yngve's tentative
limit of 7%¥2, and that (23) and (25) are both unacceptable,
Clearly, then, 7%2 is too high a limit. However, even if we

decrease the depth limit to three, the predictions made by Yngve's

| model are still incorrect. The only difference between {23) and
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(25) is the presence of determinérs and relative pronouns'in‘(ZB)

and their absence in (25),

(25) and (26) should be of

should be easlier than (23).

The depth hypothesis predicts that (2&),
equal difficulty, and that all of them

In fact, (25) is completely

unacceptable, and perhaps even more difficult to understand than

(23), whereas (24) and (26) are quite acceptabdble,
For a further test of the depth hypothesis, consider the

following Japanese sentence, which is perfectly acceptable,to

natlve speakers,
'té} nezumi-ga ﬁabetéﬁ&chizu=ga kusatte

(2?) u_s CRO=5 :
chased

mouge cheesge rotten

ita to Yamada-gan-wa 1tta, *

was COMP Mr, Yamada said
(27a) Mr. Yamada said that the cheese that the mouse that the
cat chased ate wag rotten. |

Unllke the English translation, which is center-embedded, the

Japanese senitence has a left-branching siructure, as represented

in (28):
(28) " Se
SRR
+ Yamada-san itta
. Y —-Wa,
NPg ADJs Vz COMPy
Se IgPs kusatte ita to
N 3 Vgcﬁzzu-ga
Se NE, tabeta
N?@ Vg nezumi-ga D=9
neko-ga okkaketa

——

Given that the depth hypothesis is supposed to reflect a limitation

1

ettt terrareemmrryrare—L o ———— e
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on human memory, rather than a characteristic of a particular
language, it must hold consistently for all languages. Clearly,
| any language which typically exhibits left-branching structures
will provide counterexampies to the hypothesis?"Japanese and
Turkish are two such languages, and English also has some left-
branching structures, such as the one shown in (29):
(29) My friend's faﬁher‘s employer's wife's poodlé eats caviar,
| | Se-
N, VP

PP, NP, Vi NP

GEN, z\;, ez\its Ne

e W
PPsa NPy 's poodl caviar

NPv G?Nb'ﬁs
’/ﬂ , {
ljﬁ@ N{, s employer
NP, GEN, N
b 4 7 =
P?//'\zlpﬂ ) *‘\t‘n Do
!!0 J.l ﬁ S ITatvnexy ‘_‘,‘
my Nﬂ
|
friend

g The reason that Ingve's hypothesis prediets such a high level of
difficulty for left—branéhing structures is very simple: the

point of departure for the calculation of depth is the matrix

| than at the beginning of the utterance., In Yngve's model, #%n&re-
fore, . the production of (27) and (29) is not really left-
to~right, but rather right-to-left-to-right, as shown below:

L — —

S~-node, which, in a left~branching structure, is at the end, rather

sy



Any calculation of acceptabiiity which uses the matrix § as its
gtarting point will fail in the same way as does Yngve's. The
model whiech will be developed in the next chapter, therefore,
opefatéé in a true left-to-right manner, starting with the first

word spoken.

A APk v T T TV A il Y Ao N v ke o Coris s e e M AL in b P Tyl el ol
.
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2.4
Kimbail (1973) has propoéed seven principles for parsing of
hatural language which are.very.similar to the initial hypothésis
Which'I will propose in chapter 3, A point-by4point conSideratioh

of these principles will illustrate many of the problems involved

in deveioping 2 left—to-right model of language.

Principle one: Parsing in natural language proceeds according to

a top-down algorithm

Yngve (1960) also proposed a top-down algorithm, in this case for

sentence production, and predictablyy the problems with Yngve's

model, discussed above, also present difficulties for Kimball. In

a footnote, Kimball presents three ways of viewing the notion of

Top-Down, or Over the Top'Parsing:

...In fact, it may be suggested that the mechanism
of parsing in fact utilised in natural language is
this: Trees are not built down to single terminals
but with regards to adjacent pairs of terminals

(discriminant nalrs) Given an initial member of

a pair, a tree 1s bullt over-the-top down to the
second member, This could be done in one of at
least three ways: (1) The tree is built up only as
far ag the lowest common domlnatlng node for the pair
under consideration; (2) the tree is built up only
ag far as the lowest common dominating S node for
the pair, and then down to the second member; or
(3) the tree is built all the way up to the highest
S node, and down to the second member, As I have
given it in the paper, the parsing hypothesized for
natural language corresponds to this third type of
OTT parsing... (Kimball, p. 22)

This third way of parsing makes the assumption that the matrix

S node is always determinable from the beginning of the sentence.
This assumption seems to hold fof English, since English sentences
are in general righit-branching or center-embedded. In the case
of left-branching structures, however, the assumption is nbt
alid, as Showh by the following Japanese sentences:

rav——— -
s
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{30) [yeko g2 nezumi-o okkaketél
cat nouse- acc chased

‘It was the cat that chased the mouse.

(31)'~‘Eieko—ga okkaketa neZumi-ga cﬂzzuno tabeté]s
$cat chased mouse cheegerace ate

The mouse that the cat chased ate the cheese.

(32) TQFBKO ga okkaket;Lnezumi-ga tébeté}ghizu—wa kusatte ita:}
cat chased mouse - ate  cheese rotten was 3

The cheese that the'mOUSe +that the cat chased ate was'rotten

(33)“&Neko -ga okkaketé)nezuml-ga tabet;lchlzu—ga kusatte ita tgls
sscat chaged mouse ate cheese rotten wag COMP

Yamada~-san-wa itt;)'
Mr, Yamada said

Mr. Yamada said that the cheese that the mouse that the cat
chaged ate was rotten,

_ e -
(34HIHINeko ~ga okkaketg%nezuml ga tabeta\chlzu—ga kusatte ita to |_

o=t

cat chased mouse ate cheese rotten was COMP
< b |

Yamada-san-ga itta tolswataSi—wa omoimasqj _

Mr. Yamada  said COMP I  4hink >

I think that Mr., Yamada sald that the cheese that the mouse
that the cat chased ate was rotten.
All of the above sentences are acceptable, and all begin in exactly
the same way. From the listener's point of vieéw, then, it is
clearly impossible to know, from the first word, how many S nodes

will intervene between the matrix S and the first word., Notice

that only the third type of OTT parsing is inadequate in these

cases; either the first or the second type can handle left-branching

structures such as those in (31)=(34),

Prinéiple two! Terminal symbols optimally associate with the

lowest non-terminal node,

Ensemmacereren —
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This principle is used to explain the preferred reading of (35)
below: | ” |
(35) Joe figured that_Sué wanted to take the cat out.

Here,,out'cbuld be assoclated either with take or with figured, but

| lisfeners, upon Eearing thé sentence, naturally ihterpret take the
cat out as a phrase, This principle seems %o work for right-
-5ranchihg structures; but it is not clear whether it has anything
to say about left-branching structures. Often, in the caég of
left-branching structures, a wdrd will cause more nodes to be
added at the top of the phrase4marker, The non-terminal with
which the word will be associated often is.not there until the
uttering of the word makes it.necessary for that non-terminal %o
be added. As such, the notion of lowest non;terminal node seems

to have little meaning here,'

% .

Prineiple three: The construction of a new

P Y U N, ~ <
10de is signalled by

by

I the occurrence of a grammatical function word,

Kimball claims that the absence of function words creates percep~
tual difficulties, so that (36} ig more difficult than (37):

(36) The boy the girl the man saw kissed left.

_(3?)_ The boy whe the girl who the man saw kissed leéft,

This claim may be true for some English relative clauses, but it

ig by n iversal., Japanese has no function word marking

O meang u

relative clauses, and the verb form in a Japanese relative clause

T —

ig identical to the form used in matrix clauses, Also, in

Japanese, complementizers are clause-final, so that the embedded

gsentence has already been uttered by the time the grammatical

function word oceurs. This is illustrated by (38).

I I




to he in another clause,

_understand than (40)
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(38) [Watas:.-wa EYamada—san-ga hon-o kaita toj omoimasu, l
I Mr. Yamada book- acc. wrote COMP think
I think Mr. Yamada wrote the book,

In this case, the 1istener'knows'that Yamada-san-ga is in an

embedded sentence because it has subject marking., Since the higher

clause already has a subject, watasi-wa, Yamada-san-ga is agsumed
9

Also, it is not clear that (39) is any more dlfflcult to

(39) Joe said Peter thought Sue would leave by nine o'clock.
{40) Joe said that Peter thought that Sue would leave by nine
o'clock.

Principle four: Two sentences only can be nrocessed at the same

time,

(43) [Watasm=wa [ Yamada-san-wa {_nezuml -ga chizu-o tabeta to i

This principle is too strong, as shown by the following

Sentences, all of which are acceptable.

Lwl) The proposal i that the man who esca ed should be shot
L P L L ped} s
was dlscussedT

(42) E‘The book {that the man [who hired me__i wrote s deals with

5 s
polltlcs J
I Mr. Yamada mouse cheese ate CCOMP

itta to } omolmasu.J
said COMP think

I think that Mr. Yamada said that the mouse ate the cheese,
Granted, most cases where more than two sentences are being
processed at once are unacceptabie, but one cannot ignore those
cases where the sentence is acceptable. The model proposea in

chapter 4 of this study will account for the above sentences,

. —
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Principle five (Closure): A vphrase is closed as soon as bossible,

i.e, unless the next node parsed is an immediate conctituent of

This principle is roughly equivalent to the notion of on the table

proposed in chapter 3.

Principle six (fixed structure): When the last immediate constit-

uent of a phrase has been formed and - that phrase closed, it is

costly in terms of Dérceotual complexity ever tq have to go back

to reorganize thé constituents of that phrase,.

”C - ’ . » - L] -
Principle geven (Proceseing): When 2 phrase is elosed, it is

pushed down into a syntactic (possibly semantic) processing gstage

and cleared from short-term memory.

All of these principles correspond to aspecté of the hypothesis
presented in chapter 3, That hypothesis was developed independently
of Kimball‘s.work. Both Kimball's principles and our hypothesgis
suffer from similar, rather severe, shortcomings, and the model

presented in chapter 4 is intended to handle these problems,
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There have been many other attempts to characterize the

imitations impoged on sentéence complexity by short-term memory.

Kuno and Oettinger (1963) constructed an automatic model of natural

language processing which utilized a series of push-down stores,

eich (1969) proposed a stratificationally-based model to account

or limits on cenfer-embedding. Unlike most treatments of this

subject, Reich's article does not distinguish grammaticality from

cceptability, and thus considers sentences (44) and (45) below
o be both ungrammatical. |

4ly) *That Fred eats olives with peanut butter tends,

(k5) #The house that the contractor that the architect paid built

didn't satisfy the building code,

angendoen (1976) shows that a limit on center-embedding allows a
inite-state parser to be constructed for a language generated by
context-free phrase structure grammar, He also provides motiva-
ion for a reanalysis of surface structure such that in a left-
ranching or right-branching structure, a constituent ig closed as
oon as another constitugnt of the same type begins, even if the
econﬁ is syntactically embedded in the first. This corresponds
oughly to Kimball®s principle of closure, and also to the concept

f on the table which I will propose in the next chapter.

Thomas and Huff (1971) have done an experiment which shows

onvineingly that center-embedding is indeed what makes sentences

ard to understand.

A sgnten@e will be difficult to the_extent that the
subject is compelled temporarily to ignore some parts

of it (and prerhaps to hold them in temporary storagze)
ngie &eaflhg with other part. (p. 321? Y ge)
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They also sketch a model which is, in form, similar to the one
which will be propOSed in chapter @.. However, since their purpose

was not to determine the capacity of hearers o process multiply

embed&ed sentences, but rather o discover which factors increased
processing difficulty, their model is extremely general,

‘Kuno (19?2) proposes a model of sentence acdeptability'with a
pushdown store of capacity 2, which accounts for the acceptability
Qf right—branching and 1eft-Eranching structurés,.and the

unacceptability of center-embedded structures.

r‘f‘fr“mmmmmmmw
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FOOTNOTES TO CHAPTER 2

1. The notation # is used to indicate that a sentence is grammafi—
cal,'bﬁt ﬁnacceptable; * is used, as usual, to indicate ungrammati-
cality, | .

2. Hockett (1958, pp. 191-201) has also discussed the concepts of
ffopic and Comment. |

3. This example was pcinted out to me by J.R. Ross,

L4, This type of convention is needed in a grammar with unordered

rules, In

)
4

grammar with linearly ordered rules, when the

urn of an obligatory rule comes up, if its structural description
is met, then it must apply immediately. If the rules are unordered,
then the following situation can arise: The structural descriptions
}fOr two rules, rule A and rule B, are met simultaneously. Rule A
is obligatory, and rule B is optional. Fule B may or may not
%estfoy the structural description for rule A. If rule A must
ﬁpply immediately then rule B will never apply, thus preventing

:1 well;formed string from being generated. IT rule B applies first,
lhen it may destroy the structural descrivtion for rule A, thus
Eausing an ill-formed string to be generated,

5, Passives in the Slavie languages can also be formed with a

This book reads itself by many people.

jw

Yy
ince this reflexive construction can also be used for imperscnal

ponstructions and true reflexives, as well as passives, its fre-

“lhuency of occurrence is not a reliable indicator of the frequency

<

of passivization.

6, I am begging the question of how lexical insertion happens,

&ijnce it is not relevant to this study. It should be borne in

e ol | e 8 7 b i e e
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‘mindy however, that ¥Yngve's work predates Chomsky (1965).

s e ————————E A

:8. Kuno (1974) points out.that-centernembedded structures, unlike
'lef%—branching or right-branching structures, cause perceptual

‘difficulties, and notes that a simple pushdown store model such

7. Judgements on this and all other Japanese examples were provide

by Susumu Kune,

as Yngve's lg inadequate to account for these facts,

9, In some cases, direct objeéts_in Japanese can be markeé with
ga, This occurs only with a very restricted class of vervs, and,
according to Kunoy it is not unreasonable to state that a éequencé
of two NP%s marked with ga, or NP-wa followed by NP-ga causes the

hearer to hypotheslze that an embedded sentence has begﬁn.

37
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Chapter 3. AN INITIAL HYPOTHESIS

.1
|

Retaining for the moment the terminology provided by ¥Yngve,

which we discussed in section 2.3, let us consider a variation of

his model which would overate, not from the point of view of the

speaker, but rather from that of the listener, Suppose that the

_temnofary'memory of the listener contains; not everything the

_Speaker'intends %o say, but rathef oniy the minimum number'of | il é
coné%ituents which must be uttéred in order for the sentence to be L
complete and grammatical., TFor example, (1), which would have the
production shown in (2) by ¥Yngve's speaker;based model, would have,
according to this new approach, the production shown in (3).

(1) Joe did his homework quickly and carelessly,

(2) REGISTER |  STORE

Joe VP ;
did NP ADVP oO=% !
his N ADVP
homework ADVP
gquickly and ADV ‘
and _ ADV -
carelessly -

1°(3) REGISTER STORE
Joe ©yp
did NP
his N -
homework - D=1 v
aquickly - -
and ADV .
carelessly - :

To test the predictions made by the listener-oriented model, let

us reconsider examples (23)-(27) from chapter 2.

L
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2:(23) #The prisoner that the lawyer that the judge reprimanded

defended likes peanut butter.
. REGISTER STORE
the N VP
prisoner VP
that S VP
the N VP VP
lawyer YP VP ‘
“that S VP VP
the N VP VP VP D=4
judge . VP VP VP
reprimande VP VP
defended VP '
I likes NP
peanut N
butter -

2:(24) The judge that reprimanded the lawyer that defended the

prisoner was past retirement age,.

. REGISTER

STORE -

the N VP
judge vP
that S VP
reprimanded NF VP
the lawyer VP -
that S VP D=2
defended NP VP
the N VP
prisoner VP
was NP
past NP
retirement -
age -

S 2:(25) #Dogs people children like own bark.
REGISTER STORE (
degs vP

i people VP VP
children VP VP VP D=3
like VP VP _
own VP
bark -

39
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2:(26) The prisoner that was defended by the lawyer that was

reprimanded by the judge likes peanut butter,

] REGISTER STORE
1. the - ' N VP
 prisoner VP
that S VP
was NP VP
defended VP
by ' NP VP
the N VP
lawyer : V8%

: : that - S VP : D=
was - NP VP
reprimanded VP

E by NP VP
the N VP
judge - VP
likes NP
peanut N
butter _ -
f‘
2:(2?%@1ﬁeko-ga okkaketé}nezuminga tabet;lchizu—ga kusatte ita tg]
' e cat - chased = mouse ate cheese  rotten was COMP
] -
Yamada-san-wa, ittaﬂ
Mr., Yamada said
~REGISTER STORE
neko-ga NP V
okkaketa S
nezumi-ga NP V
tabeta . S
chizu-ga NP V D=2
kusatte v
dta ==
¥ +o B
Yamada-san-wa ¥
itta ==

This new approach, which only stores .the constituents which are

ﬁ required for a minimally complete utterance, allows us to make
better predictions than those made by Yngve's, since according
to the present metric, no acceptable sentence has a depth.greater

than 2, wae_verg we still predict that (25) is more acceptable

Ho — ——
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than (23), which ié not the case, The problem is that the device
is tﬁo sensitive,-in_tﬁat the internal structure of simple'N?‘s is
affecting the acceptability prediction. The model which I will
present next is sensitive.only to S nodes, and as such is not
affected by What goes on inside each clause, It 1s called the
Poker Principle.

"THE . POKER PRINCIPLE

Four basic definitions are necessary:

Strictly within: A node A is strictly within a sentence S5 if it

is dominated, not necessarily immediately, by the node 8; and if

no other S nodes intervene betwéen Si and A,

For example, NP1 above is strietly within St’ but NP2 is not, due
‘to the intervention of éz. For the moment, we will say that,

by definition, no S node can be strictly within any otheér S,

o

In play: A sentence S; is in play if the word currently being
uttered is strictly within Si'
In hand: A sentence is in hand if words strictly within it have

been uttered, and if %here are words strictly within it which must

gtill be uttered before the senﬁence can be complete and grammati-

! cal,

I
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Example (4) below illustrates the definitions stated above.

Word being uttered In Play | In Hand On the Table
the “ o Sy S4

man | S4q Sy

Qho S2 SZ'Sl

arrived S2 SZ’SI

yesterday _ 32 Sp134

owns. | ' _S1 81 _ 82

a S, S4 s,
‘Cadillac S, S4 | S,

_______ T T L S445;

L2

On the table: A sentence is on the table if all the words strictly

within it have been uttered,

(4) The man who arrived yesterday owns a Cadillac.

By definition, if there are no sentences in hand, the sentence
is considered to be finished,

s: No more than two sentences can be in hand at once.

i.}l

Hypothes

The folioWing examples test the hypothesis.
(5) #The house that the man that my father hired bought burned down.

Word being uttered In Play In Hand On the Table
the house Si Si

that 82 32581

the man S2 52’51

that 53 S3s82981

my father hired S3 53‘32’81

bought S, SgaS4 S3

burned down S1 Sl 82,83
——————— -~ e - . 81952’83

T T = B S S S s e
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{(6) The man that bought_the house that Fred used to live in works

for my father.

Word being uttered In Play In Hand * On the Table
the man S1 Sq
that S, 85184
bought the house S, 8,154
that | | s3' 33,51 S,
Fred used to live in S3 .53,31 So
works for my father Si Sq S3,S2
---------- ~- ~- 81,33,82
(?%&@?eko-ga okkaketd nezumi-ga tabet%] chizu-ga kusatte ita t%l
: cat chased mouse ate cheese rotten was COMP
Yamada-san~wa itta:}
Mr, Yamada said
Word being uttered In Play In Hand On the Table
neko-ga okkaketa Sy 84
nezumi-ga tabeta ' S3 SB' S&
cﬁfzu—ga kusatte ita S2 S2 53’84
To S, 52(51) 33584
‘Yamada-san-wa itta .81 Sy 82,83,54
o e - -— R 51,82,83,84

Notice that if Yngve's model were altered so as to be sensitive

only to S nodes, it would make +he same predictions as the Poker

Principle for examples (5) and (6) above,

For (7) however, the

altered version of Yngve's model would predict the following:

43
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OUTPUT o | REGISTER STORE
Sq
Sy Sp Sy
31 Sz_ S3 SZ’Sl
| : . 518, 8, 8, | 85,55,
| | -84 5, 83 Sy neko-ga "
S, 8, S5 5y neko-ga okkaketa "
| S1 S, S3 Sh neko-ga okkaketa nezumi~-ga S5 8¢
v20eS5 5y neko-ga okkaketa nezumi-ga tabeta "
...neko-ga ckkaketa nezumi-gz iabeta chizu-ga S4
..okkaketa.nezumi-ga tabeta chizu-ga kusatte ita "
...tabeta chizu-ga kusatte ita to "
... tabeta chTzu-ga kusatte ita to | Yamada-san-wa -—
. _ceskusatte ita to Yamada-san-wa itta -

So far, the Poker Principle seems to work, since none of the
acceptavle gentences has more than “wo 8's in hand at once. Notice
also that the concept of strietly within does not originate
entirely with the Poker Principle. Recall Moore's claim that
comment disjunction.prOQuces unacceptable sentences, and his
ldefihition of comment as everything in the sentence except the

i topie. If one were to take his definition of comment to pertain
E to eomplex sentences as well as to simplex ones, then there would
! be no comment disjunction in the following sentence,

(8) #The planﬁlthat the man that the police detained missed crashed,
!

TR
T2

C2 i
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€1 would contain T2, €2, T3 and C3, and C2 would contain T3 and C3,
Clearly, what Moore means 5y everything in the sentence except

the topic is everything strictly within the sentence except the

topiec.

. One further consequence of the Poker Principie is that it
accounts for the strangeness of sentences like (9) and (10), as
compareﬁ with (9a) and (10a),

(9) ?Tom said that Ed is a fool last night.

(92) Tom said last night that Ed is a fool.

{10) ?Mary sang a song she had learned in Eurbpe before the war
to her children,

(10a) Mary sang to ner children z song she had learned in Europe
before the war. ‘

The same is true in Czech, as shown by (11) and (1la)},

- m o ) o s >
(11) #Tom Yekl, ¥%e Ed je h
said that b

alysis, the {a) sentences would be

4
o]
™
1]
ot
M
o3
o
o
H
[&h
[0}
<y
o
cf
m
(e
ot
'_-I
(¢
i
3

derived by the optional rule of Heavy NP Shift, and no more could
_be said, According to the Poker Principle, however, (9) through
(11) should be strange, for the following reason:

g in hand only as long as there are con-

I_JQ

Recall that a sentence
stituents strictly within it which still must be uttered before
the sentence can be complete and grammatical, However, no clause
ig put on the table until one of the following two conditions is
met:

1. Another e¢lause begins.

2. The end of the sentence is reached.




In (13) below, for example, S, could be put on the table after
learned, if the sentence ended, or another clause began, at that
point. However, this does not happen, since neither of the two
ébove'conditions ig satisfied. By the above criteria, then, since

(12)-(1@) are:complete and grammatical, S, in (9)-(11) is no

longeér in hand once S, is in play.

(12) Tom said that Ed is a fool.

.(13) Mary sang a song she had learned in Europé before the war.

(14) Tom Yekl, ¥e Ed je hlupdk.
Since S, is no longer in hand when the final constituent shows up,

it ig no longer in an active state. It must be retrieved from some

kind of less immediate memory storage in order for the last con-

“stituent to be added, This retrieval, we c¢laim, adds more

difficulty to the processing of the sentence.

16 |
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3.2
There are many cases where the Poker Principle is too strong,
or too simplistie. Thése‘will be mentioned here, and in the next
chapter, a model will be proposed which, combined with the Poker
Principle, handles themn, Firét,‘consider the foliowing sentences:

(15) #I met the man who the woman who lives next door loves.

(16) Jbe said that the woman who lives next door speaks Indonesian

According to the Poker Pfinciple, these sentences should be equal
in accepitability, 5ut (iﬁ) is clearly less acceptable than (16). The
problem is that the Poker Principle has no way of distinguishing
between different types of embeddings. This same fault results in
bad predictions in the case of (17), (18) and (19) below,
(17) The possibility that the man that I hifed is a sexist
frightens me,
will be abandoned is faint,
(19) #The store that the man who I hired owns is going bankrupt,
It seems %o be generai-y true that a sentence with twoe different

types of embeddings is easier to understand than one with two

_inStances of the same type of embedding. This is a well-known

fact, which hias been discussed by Chomsky (1965), Kuno (1974) and
Yngve (1960), |
Another problem is 1llustrated by (20) and (21) below:
(20) ?Mr. Smith, who my sister, who has a photographic memory,
recognized, was wanted by the FBI,
(21) #The suspect who the witness who had a photographic memory
recognized was wanted by the FBI.

The only difference between (20) and (21) is the fact that the

wer— rvai — i
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relative clauses in (20) are non-restrictive, whereas in {21) the&
are restfiétive. It is therefore clear that a model of senténce
aoceptability cannot be based only on general structural facts.

It is inﬁeresting to note that while speakers often claim
that sentences like (20) are acceptable, they cannot correctly
answer a queétion about the content of one of the embedded clauses.
This is in marked contrast to sentences.containing restrictive
relative clauses, which are_judged unaéceptable if more than two
sentences are in hand at once, | |

The above facts lead me to suggest the following as a piaus—
ible explanation for the difference between restrictive and non-
restrictive.relative clauses, Given that a non-restrictive
relative clause does not serve to identify iis head NP, but
rather provides additional information about an entity already
known to the hearer, one can understand the matrix sentence withouti

understanding the non-restrictive relative clause embedded in it,

I would like to suggest that in a sentence like (20}, or to take

a more extreme case, (22}, if the hearer cannot successfully

! process all of the non-restrictive relative clauses, he will

_simply~ignore some or all of them, and process the rest of the

sentence as 1f the relative clause were not there.

(22) The guestion of whether Professor Jones, whom the chairman,
who is a cousin of mine, recommended highly, should be
given tenure, has been raised,

Restrictive relative clauses, on the other hand, serve to identify

to the hearer the referent of the head NP. It is therefore

impossible to understand a sentence containing a restrictive

relative clause unless the relative clause can be processed,
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Another set of counterexamples to the Poker Principlé has to

do with embeddings of the type [ S]. I will call these sentential
P NP

NP'S; to distinguish them from complex NP's, which have the
g

. We NP '
Sentential NP's do not generally center-embed in English, but

they do in Japanese, ag shown by (23) below:

(23) E‘Jgatam—wa EsYamada—sanawa [gewml-_ga chizu-¢ tabeta -t;]s
T : Mr, Yamzada mouge cheesge ate COMP

itta 'bo-_[‘s omOimasu]
gaid COMP think

(I think Mr. Yamada said the mouse ate the cheese,)

S

-/—N

NP NP )

i ! *.

Watagi-wa S omoimasu

NP NP v CCNP

1 . { / {
Yamada-gsan-wa S itta ' 1o

NF’ Nf '¥ comp
L |
nezumi~ga chizu-o tabeta to

According to Kuno, this sentence is marginally acceptable. The

‘Poker Principle predicts that it should be no more acceptable

than (24), which is completely incomprehensible,
(24) #[gamada-san—wa [garoo-ga Egensei«ga sikattgjskodomonni
Mr., Yamada Taroo teacher scolded child-to

yattajshon-o kaitéj}s
gave  book-acc. wrote

Mr. Yamada wrofte the book that Taroco gave to the child who
the teacher scolded, |
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3.3
At this point we have proposed an initial hypothesis for a

model of syntactic processing, and have become aware of many of

the problems which present themselves., Before proceeding to the

final hypothesis presented in this study, it would perhaps be good
to défine exactly what conditions a model of syntactic processing
must satisfy in order to be adequate., We will also state the range
of syntactic constructions that the model‘presented here will
handle;.

First, if two sentences differ in acceptability, and if the
difference between them can be eipreésed in syntactic terms, then

the model must correctly predict the acceptability distinction. If

the two sentences are structurally identical; in other words, if

the difference between them is semantic or pragmatic, then the

tions which may occur,
Secondly, the model must work left-to-right. It may have a
limited amount of look-back; that is, it may be able to refer to

elements which have already been processed., However, the con-

.straints on the amount of look-back allowed must be statable in

a principled way. /7
Thirdly
reflect the limitations of human short-term memory, it must be
universal, Any language for which consisteﬁtly wrong predictions
are made constitutes serious counter-evidence to the model,
The Poker Principle does not satisfy the above ¢riteria, and
is therefore inadequate. The model presented in the‘remainder of

this study will satisfy the criteria of acceptability.

50
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The syntactic constructions which will be used in developing

the final hypothesis are the following:
1. Relative clauses |
The man who Fred hired arrived today.
2. NP-éomplements
.The probability that it will rain is very high.
3., Sentential complements
Fred thinks that snow 1s green.
L, Wh-questions B
What did the committee recommend?
5, Topicalization
Beans, I never eat,
6, Cleft
It's the weather that bothers me.
? Pse"do—cléft
What Sue bought was a houseboat.'
8. Non-subject raising (Tough-movement)
John ig easy for us to get along with.
9. Though-preposing
Handsome though Fred is, Sue still doesn't like him.
In most cases, the example sentences will involve either
several instances of one of the above rules, or a combination of

geveral rules,
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Chapter 4, THE PARALLEL PROCESSING MODEL

b,1

In section 3.2 it was shown that the Poker Principle, while

ok

it makes good bredictions in some cases, is not adequate to
acCount for all types of multiply-embedded sentences, The
counter-examples were of the following form: Two sentences

differed radically in acceptability, while the Poker Principle

pfedicted that they should have equal status., The differehcé

E between the two sentences was descrivable in one of two ways:

i either in purely structural terms, or with reference to non-struc-
tural factors, such as topic configuration, or relative clause
i_type-
Since the model presented so far is stated in purely struciurail
“terms, it would be unfair to expect it to account for distinctions
which are not due to differences in structurse. These will be
discussed later, and for the moment wé will be concerned only

with the problems exemplified by the counter—examplés stated below,

! I Sentential versus Complex NP embeddings

(1) #[?he man K}hat'thé.lawyer [ﬁhat the judge reprimandegl
defended} won his appeal?} )

(2) Kigzhat the man{who said[that the book was finished?ldidn't
know his businesé}is clear to everyonéa

(1) clearly has three sentences in hand at once, and, as predicted

by the Poker Principle, is unacceptable, The case of (2) is less

clear, Since the first word in the sentence is a complementizer,
the utterance cannot be complete and grammatical until the com-
pletion of the clause in which the first clause 1s embedded. Given

that if there are no sentences in hand, an utterance 1is sald to be

|

o
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complete, we must therefore say that with the production of the

first word, that, not only S2 but also S1 is in hand, In that cage
(2) also has three sentences in hand at once. According to the o
Poker Principle, then, {(2) should be unacceptable, but it is | |
c¢learly much more comprehen31ble than(i)

II_ Location of Extraction Hole

(3) #The book [that the man [who I hired ;ﬂ wrot{\ deals with

! | polltlcs. | ,

(4) The book{%hat the maniﬁwho A hired m;\ wroté\ deals with
politics,

As far as the Poker Principle is concerned, these two sentences

have identical production configurations, and as such should be

of eqdal acceptability. However, since {4) is more accepiable

than (3), we must conclude that the position of the extraction

hole, something which ‘he Poker Principle cannot even refer to,

is relevant for the determination of acceptability,

TI17 NP-complements versus Restrietive Relative Clauses .

‘ i
{5) The idea éth + the man §whu I hired
(o

i is *uuompeteutifrightens me,
; pa——

t

(6) #The woman|that the manx?ho I hireé\married\screamed.

(7)##The man[ﬁho the idea{?hat students are dangerouélfrightené}

lives next door.
(8) #The possibility{?ha the 'deai?hat students are dan s\ wi
be abandone&lis faint,
The Poker Principle predicts_that (5)-(8) should be egually -
unacceptable, since all of them have three sentences in hand. One 7

cannot say simply that sentences containing two different types

of embedding are easier to understand than those containing two

e e b b ¥ ot e
(R

occurrences of the same type of embeddlng. This statement would
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predict that (5) and (7) should both be easier than either () or
(8), when in fact (7) is much less acceptable than (&) or (8).
The hypothesis which I_will present next is intended to
handle all of the so-called structural counter-examples to the
Poker Principle., It will iater be extended and refined %o handle

gcounter~examples of other types,

17T P T TTTEY§YT A S b 12 rvae e o i e
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b,2

FPirst of.all, consider the status of (7)-(8) if the embedded

sentence is simply deleted:

(7) The man who arrived yvesterday dbrought a present,

(72} The man brought a present,

(8) .My sister says that blizzards are beautiful.

(8a)*My sister says. |

Notice that (7a) is grammatical, while (8a) is not. The ﬁatrix
sentence in (7) can therefore be said to be, in some sense,
independent of the embedded sentence, whereas in (8}, it is not.

_ Suppose that the production/recognition of a sentence proceeds
in a linear fashion along some kind of track. An embedded sentence
which is syntactically obligatory is processéd in the same track
as the sentence in which it is embedded, while non-obligatory
embedded sentences must be processed on a separate track.

Let us further aésume that one of the things a listener must
do in order to understand a sentence is to hook up relative
pronouns or guestioned NP's with the predicates they are arguments
of, As far as the present study is concerned, wé will assume that
.if a left-shifted NP is-repladed in the position it was moved from,
then it can be processed with respect to its predicate, However,
this replacement cannot take place entirely within the track on
which the clause 1s being processed, If we allowed permutation of
elements within a track, the power of the model would be greatly
increased,

Relative pronouns and questioned words must therefore be held,
apart from the clause they beiong to, until fhéir rightful positions

are reached, at which point they are reincorporated into the

ST
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sentencef We will call this separate storage place a2 hold cell,
and we claim that the capacity of the hold cell is a single NP, It
should be noted that we are not cla.iming that the held NP must be
a relative pronoun 6r:a gquestion word; in fact it will later turn
out that other types of NP's must also be held in this way.

The gquestion then arises as to how many fracks and hold cells

are available to the speaker for the processing of a sentence,

Consider the following sentences in terms of how many tracks and

hold cells they require.

{$) #The man that the'judge that the President appeinted sentenced
!  won his appeal,

Track 1 The man | won his appeal
| Track 2 fgg;;\the ju : sentenced

Track 3 . : 't:he President appo:.nted/

HOLD1 (that) ‘ HOLDZ Tthat) /

{(10) That the man who said that the book was Tinished didn't kno

his business is clear to everyone.
TR1 That the man ~didn't know his business is
clear to everyone
TR2 ' who said thdt the book was finished

(11) The book that the man who hired me wrote deals with politics,

LT

TR1 The book deals with politics
TR2 the man wrote
TR3 j’ who hired me //

HOLD1 Genat - - /

I
|
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(12} #The book that the man who I hired wrote deals with bo;itics.

TR1 The book _ deals with polities
TR2 wrote
TR3

! HOLD1.

marry

rd

(14) #Who did the man who the woman who hired me married recommend?

TR1 did the man recommend

| TRZ2

who)the woman married .

TR3 who hired me
HoLpl  {who) HOLD2  (who) ' w
\ ) .
Notice that the unacceptable sentences above, (9), (12) and

(14), all required three tracks and two hold cells. We therefore
conclude that three tracks and two hold cells constitute too much
processing space, However, there are some acceptable sentences,
"e.g, (11) which require‘three tracks, but only one hold cell, and
others, e.g. (13), which require two hold cells, but only two
tracks. Clearly, then, the number of tracks and the number of

hold cells are not mutually independent,

Now, consider the following sentence:

=t

(15) I know the man who married the woman who worked in the
library that carries the journal that publishes the reporis

that Dr, Jones writeg,

.r'"'”
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TR1 I know the man

TR2 who married the woman

TR3 | who worked in the library

TR4 that carries the journal

TR5 | that publishes the reports

TR6 | Dr. Jones writes
HOLD1 | | Thal - ﬁ/

Given the number of tracks required for this sentence, and given
the fact that (15) is much more acceptable than (12) or (14), it
is clear that there is something wrong with the way the notion of
track processing is formulated. Specifically, this approach fails
to distinguish between simultaneous and sequential processing of
clauses, In other words, it does not incorporate the notions of

in hand and on the table, which were given in section 3.1. The

-

following statement incorporates these notions, thus retaining

the insights captured by the Poker Principle.
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4,3
The capacity of & speakar/hearer to process utterances may

be described in terms of the following model &

THE PARALLEL PROCESSING MODEL

For seﬁténce processing, there are three tracks and one hold
cell., The first track (henceférth TR1) is global, in that it is
opened at the beginning of each utterancé, and not closed until the
end of the utterance, e¥en if the sentenée it contains is on thé
table. The second track (TR2) is semi—iocal; it can be opened
and closed several times during the course of one utterance, It
is closed as soon as the sentence it céntains is on the table,
and is then free for the processing of another embedded sentence.
TR2 may'also be left open while another clause is processed on

the third track (TR3). TR3 is strictly local. It can be opened

~

oA w1 e A ~o oy
ol ive LVUDCU pTVe "]

unlike TR2

“liiy
cannot be left open wﬁile another clause ig processed elsewhere,

In other words, sentences processed on TR3 must be either in play
or on the table, while those on TR1 and TR2 may be in hand, in play
or on the table, The hold cell (H) is used for étoring a. constit-
uent which must be moved in order to be processed. H can contain
no more than one constituent.at a time., If H is full, and if
anocther constituent needs to be stored, then it may be placed on
TR2, if TR3 is empty. If a constituent 1ls stored on TR3, then TR3
is unavailable for sentence processing until the stored constituent
has been reintegrated into the clause from which it came, Note
also that no constituent is stored in H or TR3 until it becomes
clear that that constituent has to be movéd. The following

example illustrates how the model works,

59




EH“‘MW EICAT T AR R o1 i - e e s et £ e T

60

(16) The candidate who the woman who hired me supports came %o
! town, | |

Word being uttered TR1 . TR2 TR3 H

the the ' i

candidate | candidate
1 who |

the

womar . S woman

who- | who

hired hired

me me

supports supports

came came (EEE%-

to to

town town

In future examples. a production like the one above will be

represented as follows:

TR1 the candidate . . came to town
TR2 supports
‘TR3

H

The following examples test the hypothesis stated above. They

are grouped according to the type of embeddings they contain,

T Relative Clauses only

(1?7) #The man who the lawyer who the judge reprimanded defended

was convicted.




s

‘“table, that track is not available for storing embedded constit-

TR1 The man - was convicted

TR2 (wno) the lawyer defended

TR3 (Who) the judge reprlmanded)?
H EXCESS Xwho

(18) The man who the lawyer who married my sister defended was

convicted.
TR1 The man was convicted
TR2 @ the lawyer defended
TR3 who married my sister /7n

H who ; ._/

(19) #My sister married the man who the lawyer who the judge
‘reprimanded defended.,

TR1 My sister married the man

TR2 "(who) the lawyer defended 4

'I.‘RB the judge reprimanded .,

" EXCESS @ - e /

(17) shows that there is only one hold cell, and the unacceptability

of (19) shows that even if the sentence occupying TR1 is on the

uents,

TI Relative clauses inside wh-questions

(20) #What did the man who the committee that meets on Fridays

recommended want?

IS [ RSP % 4TS R 1R EP A e o
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TR (@hat) did the man | want

TR2 | (who) the committee recomm'endey.

TR3

H hat) - EXCESS that meets on Fridays /

(21) The man who the committee that meets on Fridays recommended
wanted the job,
TRl The man wanted the job.

the committee recommended  _.
TR3 that meets on Fridays /jb

H {(who ( /

(22) What did the man who the committee recommended want?

TRZ

TR1 (What)did the man i want A
TR2 5 the committee recommended]_
TR3 | - Ghoy~ . -, /

The difference in acceptability between (.0) and (21) demonstrates
that the question word does, in fact, occupy the hold cell, thus

causing (20) to exceed the available processing space. The

‘acceptability of (22) shows that a restrictive relative clause

can occur between a preposed wh-word and its extraction hole.

TIT Topicalized sentences containing relative clauses.

Sy ————

Some of the sentences below have been judged ungrammatical by
native speakers; however, when pressed to judge the sentences
accbrding to the criterion of comprehensibility alone, tThey gave
the judgements shown: |

{23) #Beans, the man who the woman that hired me married can'®
stand.
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gan't stand,g

marriei//7\

BXCESS that hired me

-

TR1 The man can't stand beans
TR2 the woman married

TR3 that hired me

H who

(25) Beans, the man who Pred hired can't stand.

TR1 [Beans,) the man can!t stand
TR2 who) Fred hirii/iﬁ
TR3 E who '
H Beans ) - —
8 P,
The difference in acceptability between (23) and (24) demonstrates

that the topicalized NP does occupy H, thus decreasing fhe amount

of space available for processing the rest of the sentence,

IV Clefts and relative .clauses

(26) #It's Fred who the woman who the man that hired me married

can't stand.

TR1 It's Fred the woman can't standf\
TR2 ' married //
TR3 ' f

H EXCESS that hired me

g 1 R AR 8 BE L aies s e e S 3 2 e g

(24) The man who the woman that hired me married can't stand beansd:
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(27) The woman who the man that hired me married can't stand Fred.

TR1 The woman can't stand Fred
TR2 @ the man narried ,P

TR3 that hired me /

H

V Non-subject raising (Tough-movement) and Relative clauseg

(28) #Fred is easy for the woman who the man who hired me married

to please,

TR1 (Fréd)is eagy for the woman to please
(Who) the man mari:'iey\
_who :

EXCESS who hired me
_ | y

(29) It's easy for the woman who the man who hired me married

to please Fred,

P

TR1 It's easy for the woman to please Fred

TR2 married 1

TR3 , /

H [

VI

(30) #Handsome though the man who the woman who hired me .married

ig, I still don't like him,

TR1 (Handsome) though the man is, I still don't like

ﬁi\ him

Vv

TR3 Who

H (han;§;§3) EXCESS who hired me

| TR2 the woman marriec7
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TR1 Though the man | is handsome, I still don't liké
. him

TR2 ‘l:he woman married

"TR3 who hired me

65
(31) Though the man who the woman who hired me married is handsome

I 8till don't like him,

The above sets of examples demonstrate that if a constituent occurs
%o the left of the clause to which it belongs, then that constituent
occupies processing space (H; or TR3, as the case may e until the
extraction héle ie reached, thus decreasing the amount of spacé

avallable for the processing of other material.
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Theifollowing examples. involving NP-complements, will
require some discussion, and some refinement of the model. First,
recall that syntactically obligatory embeddings are processed on
the same track as the clause in which they are embedded, while
noh—bbligatdry embeddings are processed on a separaté track. The
question then arises as to whether the embedded gentence in (32)
is ayntactically obligatory.
(325 The idea that students are dangerous is ridiculous,
(32&)?The idea is ridiculous.
Unless there is some prior reference to an idea, in other words,
unless the idea is discourse-anaphoric, (32a) is semantically
incompléte. Nonetheless, it is syntactically well-formed in any
context, In this way, then, we must say that the embedded
sentence in (32) is not syntac
therefore like to claim that NP-complement embeddings, like
relative clauses, are processed on a separate track from the
gentence in which they are embedded, Unfortunately, this simple
gtatement leads us to make wrong predictions, as follows:
(33) The possibility that the man who I hired is incompetent

worries me,

TR1 The possibility worries me
TRZ that the man is incompetent

TR3

H

66
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(34) #The man who the possibility that students are dangerous

frightend lives next door,

TR1 The man | . lives next door
PR2 @ the possibility frightens

TRS' that students are dangerous

H who

As mentioned in section 3,2, it has been noted by various linguists
that sentences containing two different types of embeddings are

easier to understand than those containing two occurrences of the

same type of embedding., However, the difference between (33) and

(34) above, together with the fact that (34) is, if anything, less
acceptable than (35), demonstrates that something else is involved,

(35) #The man who the woman that hired me married has a German

Shepherd,
TRl Thé man _ : has & German Shepherd
TR2 (?E@ the woman married
™3 that hired me
H who

The following group of sentences is intended to set the stage for

the refinements which will be presented next. Each sentence

involves an NP-complement, and one other type of constiruction

which takes up processing space,

(36) #The man who the i1dea that students are dangerous frightens

has an attack dog,
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TR1 The man _ has an attack dog
TRZ ' frightens
TR3 _that'studénts are dangerous

TR1 It's Fred(who)the idea frightens
TRZ2 that students are dangerous

TR3 -

H -

(38) What the claim that the earth is flat implies is that
Columbus really fell off the edge.

TR1 @ the claim implies,is that Columbus really
TN //h fell off the edge

that the earth is flat /
\ _ :

TR3 > : : //
H 1 - —

wnat

(39) #Joe is hard to imagine the claim that the earth is flat
convine ing.g- |
'

_TRI.QEE}is hard to imagine the claim - convincing
TR2  \ that the earth is flat

H doe : f/
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(40) Crazy though the idea that students are dangerous may seem,

a lot of people believe it.

Jthough the idéa may seem,, a lot of people
believe it

that sfudents are dangerous.

(41) What does the c¢laim:that English is an underlying tomato

- pateh imply?

TrR1 (What)does the claim ' imply
TR2 that English is an underlying tomato patch

TR3 '

H " {what )} :

“C&Z) Pred, “the possgibility that Sue won't show up worries.

TR1 (Fred,) the possibility worries;ﬁ

TRZ \\ that Sue won't show up ///
TR3 | -
H

(43) The possibility that the man who I hired is incompetent

worries me,
TR1 The possibility worries me.

TR2 that the man is incompetent
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(44) The idea that it was a woman that they should hire never

occurred Lo them,

TR1 The idea ' never occurred to them
TR2 that it was a woman @ they should hire
TR3

H

(45) The idea that what they should do was sell the car never

occurred to them,

TR1 the idea never occurred to them
TR2 that 755?’they should do,was sell the car

ms /

H " (what C

(46) The idea that Fred would be easy to talk %to never occurred

0 me,

TR1 the idea ' never occurred to me

TRZ2 that {Fredjwould be easy to talk to
TR3 [ -
H (Fredr— —{ |

(47) The proposal that, crazy as Fred is, we should still hire

him, will never be accepted.

TR1 The proposal will never be accepted.
TR2 that as Fred 157\ we should still hire him
TR3 '




the head NP is on TR2 and the complement § is on TR3, then the
‘sentence is unacceptable, even if the amount of processing space

| P . : % - . .
available is not exceeded., For the moment, then, let us simply |

“type of machine it is.

(48) The idea that Fred didn't know what he was in for appalls me,

TR1 the idea appalls me
TR2 'that Fred didn't know he was in for.
TR 3 ] |

H h
(49) #I work with the man who the idea that students are dangerous
| frightens. |

TR1- I work with the man

TR2 . ~{who) the idea | frightenijﬂ
TR3 ‘ that students are dangerous

i

H_ who )- ' ‘ .//

It would seem that whenever an NP—complemeht ocecurs such that

L
3

P W N N U N

€ PY&éessed On tracks 1 and 2, The

‘implications of this statement will require a geherél discussion
of the relative power of the different parts of the model,

an-elaboration of exactly how it works, and an evaluation of what
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L.5.0

Up till ﬁow, I have been concerned with the general shape and
size of the parallel processing machine.' There are many questions
about the‘detailed workings of the model which, in.order %o
simplify matters, I have either ignored or assumed to have solved.
This gectlion ig devoted to anéwering those questions,

So far, we have established that there are three ﬁrocessing
tracks and one hold cell, We know that the tracks differ in power;
and that TR2 and TR3 somehow become vacant when the sentences they
let us now turn to some of
the detalled questions,

b,5.1 )

What does it mean for a clause to vacate a track?

Recall that in sedion b,3 we said that TRl was global, and that
even if the sentence it contained was on the table, it wasg not
available for processing deeply embedded material., For example,
the following production is ill-formed, { / means that the materiall
preceding'it on that track is on the table.)

(50) #Fred knows the man who the woman who my father married works

for.

TR1 Fred knows the man/

TR2 (who) the woman yd _\“Esffj‘fOT
TR father married ¥

H gwho , ' 4

I now claim that the apparent globality of TR1 is due to the fact
that when a sentence has been completely processed, the whole
senttence ends up on TR1. When a clause which has been processed

on a lower track is on the table, it .is then promoted to the track

- C———T— p—
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immediately above it, if that track is ready for it.
. Now we must determine what the conditions are for the promo
tion of a clause to a'higher track. For the purposes of this

discussion, let us call the higher track TRa, and the:clause it

contains Sa, The next track down, TRb, contains the sentence Sb

There are three possible conditions for the promotion of Sb
from TRE to TRa; | |

i) Sa alone must be on the table,

2) Sb alone must be on the table.

3) Both Sa and Sb must be on the table.

Hypothesis A: - Sa alone must be on the table.

If Sb is promoted as soon as Sa is on the table, then for some

center-embedded, and all right-branching structures, Sb will be

promoted before it is processed. It will therefore be processed

on the same track as Sa, For the moment, let us leave open the
question of whether this situation could really be called one.
of promotion, .h | o

If Hypothesis A is correcf, then sentences (513 éndq(SZ)
below should both be acceptable. | |

(51) Fred believes the claim that the movie that the man who

hired me directed was censored.

TR1 Fred believes the claim/ that the movie WAS censor
TR2 (that) the man directed
TR3 who hired me

73
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(52) #Fred wrote the book that the company that gave the man
who hired me a job published.

TR1 Fred wrote the book @ the company published
TR2 ] that gave the man a job

TR3 who hired me

H

Since (51) is acceptable to most speakers, it seems that if Sb

is an NP=complement,.then a gufficient condition for promotion is
that Sa be on the table., The unacceptability of (52) shows that
this is not a sufficient condition for the promotion of a relative
clause.

Hypothesis B: Sbh alone must be on the table.

According to this hypothesis; Sb is always processed on a different
“track "from Sa, ‘and is promoted as soon as it is on the table,
whether or not Sa is on the table., Crucially, however, Sb is

¢ aon the tabhle

’Jo

not nromoted until i+ ig on the tahla, esven if Sa
o W I sl e da W ke - - arad WiLo L A | MW sraa - o

'._l

beforehand.
If this hypothesis is correct, (51) above should be unaccept-

able, sinece it would have the following production configuration:

TR1 Fred believed the claim

TR2 that the movie wasg censored
TR3 (that) the man directed
H (that T

EXCESS who hired me

Sb could not be promoted until afiter the produetion of censored;

-

and therefore the lowest olausé, who hired me, would exceed the

available processing space, Since {51) is acceptable, it is clear

H that it is not a necessary donditien for promotion that an

mir—— 2 —
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NP-complement sentence be on the table. (53) below tests

whether it is a sufficient condition,

(53) The idea that the police should confiscate the hats that

the students who live here were wearing is crazy.

TR1 The idea o is crazy
TR2  that the police should confiscate the hats{Fhat)the
students were wear-
in
TR3 who live here
H

We know from (52) above that S3 (that the students..,were wearing)

cannot be processed on the same track as S2 {that the police...

the hats). Since (53) is acceptable, we must therefore conclude
that Sz was promoted to TR1 as soon ag it was on the table; thus
leaving TR2 open for processing SB'

We have now established that if Sb is an NP-complement, a
sufficient condition for its promotion to TRa is that either
Sb or Sa be on the table,

We will now test Hypothesis B for relative clauses,

(54) The man who confiscated the hats that the students who live

here were wearing is crazy.

TR1 The man is crazy
TR2 who confiscated .'the ha‘ts/ the students ware wearingﬁ
TR3 who live here

. _/

For the same reasons as those stated concerning (53) above we

must conclude that Sz(who confiscated the hats) was promoted

as soon as it was on the table.

i —— rmtpiemivpteii o e

i
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Now let us reconsider the question of whether the situation
exemplified by (51) is.in fact one of promotion. Recall that
sentential NP's (objecf compléments, for example) are claimed to
be always prbcessed on the same track as the sentence in which they

&

are embedded,' If (51) is an example of promotion, then in order
to Dbe cohsistent, one would have to say that all cases of
sentential NP embeddings are also éxamples of promotion. Further,
it is not clear what the concept of promotion would then mean, " In
Ithe Case of sentences like (53) and (5#), promotion means that a
sentence is moved from one track to another, whereas with (51) no
jsﬁch movement takes place, It therefore seems reasonable tc claim
that there is no promotion involved with (51) at all,

The condition for promotion may now be stated simply, without’
‘reference to the type of embedding, as follows:

L sentence is promoted to the track immediately above it as soon

as it is on the table,

The following statemént must also be made concerning the
difference in behavior between relative-ciauses and NP-~complements.
A relative clause may never be processed on the same track as
its head NP, whereas an NP-complement may be so processed, providing
that the sentence containing the head NP is on the table,

y.5.2

How much information is carried along with an NP when it is
stored, either in H or in TR3?
along with an NP that needs to be moved, then in order to answer
the above question, we must first determine what restrictigns

there are, if any, on the behavior of a stored NP, Consider the

ki—u——u — S— ——
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following sentences:

on?

(55) What violin is that sonata easy to play
TR1 (Wha‘t violinlis m easy to pla

l TR2 7\
TR3

H (what v1f>®
'(56)*what gonata is this violin easy to play on?

TR1 (What sonata) is measy to play on
ox /

( this violin)

TR3 _

(57) This is the shelf that I don't know which books to put on.
“TR1 'This is the shelf -
i TR2 );tlayl don't know @to pu17 on /4\
TR3 . \_1"1 h books

. Gas /

_TRl These are the books
TR2 I don't knov!to put., on
i TR3 {what shelf) 7 7.

(58) #¥These are the books that I don't know what shelf to put on.

N
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TRZ

TR2

TR3 :
] H (tha‘t}

From the examples given above, it would seem that if two NP's are

TR1 It Sue (that)Fred doesn't know @ to talk t7ab017\
/
)

l being‘held at the same time, then they must be reincorporated
I in the opposite order from that in which they were stored.!5 in é
other words, H and TR3, when used for holding NP's, combine to
behave like a pushdown store of caﬁacity 2,

Now, consider the following group of sentences,

_(61) The man who Fred says Sue likes lives next door.

TR1 The man | lives next door

TR2 Fred says Sue likes

g TR3 ‘
|

H who) - —

(62) *The man who Fred knows the woman who likes lives next door,
TR1 The man : lives next door -

@ Fred knows the woman

who likes f

i
1
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_ in H or TR3 must return to the track from which it came, We can

‘an example like (64) below,

lives lives next door,

TR1 The man lives next door
TR2

TR3

'H

If S, {(Fred doesn't believe the c¢laim) is on the table, then 53

79

(63} The man who the woman who hired me married eats hofsemeat.

TR1 The man eats horsemeat
TRZ2 @ the woman married 4\

TR3 | “who hired me //

H

The ungrammaticality of sentences like (8) has been accounted for
by Ross's Complex NP Constraint (Ross, 1967). In the context

of this model, we can simply say that an NP which is being held

then claim that an NP which is held in H or TR3 is tagged for the
track it came from and as soon as an extraction hole appears on
that track, the NP is reincorporated.

The alert reader will immediately counter this eclaim by citing

(64) #The man who Fred doesn't believe the claim that Sue loves

(that Sue loves)will be processed on the same track. The relative

pronoun will thus be reincorporated on TRZ, and the sentence
gshould be grammatical.

To answer this we must further define the criteria for a
sentence being on the table., In chapter 3, it was stated‘that a

sentence is on the table as soon as all consilituents strictly

[ AR R g S AP e o e



case of English relative clauses, then the connection is made when

e R e Lt gt VIR i i A N+ ma S i maa e R L

within it have been uttered. Given that if a sentence is on the
able, it is no longer active, let us further require the following:

A sentence on TRi is on the table if and only if all constituents
strictiy'Within 3t have been uttered, and if there are no NP's in
H or TR3 which are tagged for TRi.
According to this criterion, then, in (64) above, S, is not on
the table at the beginnlng of 83' and therefore S3 must be processed
on TR3. The relative pronoun would thus have %o be reincorporated
on TR3, violating the condition stated above,

T+ would seenm, therefore, +hat a gtored NP must have with it
some sort of tag which indicates the track it belongs to, Now,
we must determine what other information is contained in the cell
with the NP, | "

The reader will have noticed that when the NP to be stored
was a pro-form of some sort, I simply placeﬂ the pro-form in
the hold cell. No specific claim was meant by this. Clearly,
the speaker must at.some point make the connection between non-
questioned wh-words and thelr antecedents,. One might reasonably

say that if the antecedent occurs before the wh-word, as in the

the wh~-word is uttered, and what is stored is not the wh-word, dbut

Lt m o PR T
tIie anveceaeriv, L

a copy

ot oceur hefore

Hly

o
the NP is stored, then the wh-word is stored. The hold cell must
therefore be able to hold information about reference or co-refer-
ence, If what is stored is a wh-word, then information as to

whether or not it is a question word must also be stored.

e
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FOOTNOTES TO CHAPTER 4

1, It is very important to keep in mind that no claim is made as
to the peychological reality of any part of the model. This is
a theoretical'model, and no experiments have been conducted to test
it, T+t may later turn out ﬁhét the model does correctly represents
the way speakers process sentences, but at present I merely claim
that it makes predictions which are consistent with thé acceptabil-
ity judgements of native speakers,
2. The ungrammaticality of this sentence seems to have nothing to
do with sentence complexity, since (a) is also ungrammatical,
while (b) is grammatical:

(a) *Joe is hard to imagine that argument convincing,

(b) Joe is hard to imagine Sue liking,
3. This fact was noticed by H, Ku¥era,
4, This is true for English, but may not be true for languages
in which sentential NP's can be center-embedded., This question
will be: discussed in chapter 5.

5. There are some apparent counterexamples to this elaim, having

to do with adverbisl wh-questions, as follows:

(a) These are the books that I don't know where to put,

TR1 These are the books

TR2 @ I don't know @ to put ;}?
TR3 - ‘ : ]ﬁ_/
) /

{b) There's only one bus that I don't know where to catch,

TR1 There's only one bus




Notice, however, that the following examples obey the constraint:

P

(¢) *These are the books that I don't know what box to put in.

TR1 Theszse are the books

- TR2 | I don't know to put /\in f,
TR3 | (what box) /
H

'(d)_*There's only one bus that I don't know what corner %o

wait for at,

I | | | 52 |

TR1 Pn
TR2 to wait forfatT
- TR3

NIt seems that If the two extraction holes are unambiguously

E marked, then the constraint appliies., It also seems that adverbial

wh-words ars

* ' » N - - * -
less closely atvtached to thelr original position

-

than are wh-words which replace simple NP's,

i
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Chapter 5. JAPANESE

5.0

Given that we originally rejected Yngve's depth hypothesis on

the grounds that it failed 4o handle examples of left-branching

gtructures, we must show that the parallel processing model can

handle these cases.

5.1 Left-branching structures
Consider the following examples from Japanese:

(1) Neko-ga olkaketa nezumi-ga tabeta chfzu—ga kusatte ita to
cat chased mouse ate cheesge rotten was COMP

l Yamada-san-wa itta
; Mr., Yamada said

“Mr. Yamada said that the cheese that the mouse that the cat

chased ate was rotten.

| | 5

NP NP .

f T A\

i S Yamada-san-wa itta

NP~ ADJ v COMP
”Ji\\ NP kusatte ita to
NP Vv c¢hizu-ga

S NP tabeta
NP V nezumi-ga

neko-ga olkaketa

Recall that Yngve's mocdel made the implicit assumption that the

speaker knows, when he utters the first word, how many levels of

;embedding that word is from the matrix $ node. The Poker Principle

.. \ .
ﬂ;iid not make this assumption, and made the right predictions for

—im
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left-branching structures., As showh in section 2.4, there is good
evidence that in a sentence like (1), it is not necessary for the
'_i speakerlto kxnow how far he is from the matrix S; (2)-(%4) below are
all possible sentences in Japanese, |

(2) E\Ieko—ga nezumi-o oikake‘ta-.)
cat mouse chased "The cat chased the mouse"

_ (3)ﬁ§eko-ga Oikaketéj nezumi-ga chizu-o tabeté:E
' cat _chaged mouse cheese ate

"The mouse that the cat chased ate the cheese"

cat chased mouse - ate cheese rotten was
! "The cheese that the mouse that the cat chased ate was rotten,"
This lack of certainty as to the level of embedding of a given

word is in marked contrast to the situation in English, Unless the

§ irst word uttered in an English sentence is a complementizer, we
know that the first word is strictly within the matrix., (For the

B . .
| moment, let us say that untensed clauses are not separate clauses,

and that their constituents are strictly within the first tensed

clause in which they are contained.,) If the first word is a
complementizer, we know that the first clause igs a tensed clause
immediately embedded in the matrix, Since the oniy kinds of em-

beddings which require a separate track are relative clauses and

!NP—complemeﬁts, and since these types of embeddings follow thelr
heads in English, there is no way an English sentence can begin
with a clause which will have to be processed on TR2,

In contrast, it is conceivable that languages in which relative
clauses and NP-complements precede their heads might begin sentences
in this way. However, the_question then arises as to whether pre-

nominal relative clauses and NP-complements must be processed on a
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geparate track from their heads, Recall that sentences areialways
promoted to the next higher track as soon as they are on the table,
In languages with post~nominai éomplex NP embeddings, this means
that the embedded sentence is promoted to the track which already
containg the head NP. 1In the case of prenominal complex NP embed-
dings, however, the embedded sentence would be promoted beforé the
| head NP is uttered. If, in fact, the head NP is the first word

.in its own eclause, then the higher track wouid be completely empty
while the embedded sentence is processed on a lower track. In this
case, it seems not unreasonable fo hypothesize that the embedded
clause is processed on the same track as the higher clause, A leftj
| branching structure would then have a production configuration
like the one in {5) below:

E (3) TR1 neko- ga oikaketa/nezumi-ga f tabeta/chizu-wa kusatte ita

§
TR ,,/”////;‘
. TR // ”,f’///#//”//’////w
i q )?5

Having shown that the parallel processing model works for left-

Ll

brandhing structures, we now turn to center-embedded structures

in Japanese,

WWWW,
{
|
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5.2 Center-embedded constructions

As in English, Japanese center-embedded structures causge
processihg difficulties. (6), for example, is completely
unacceptable,

(6) #t?bhn—ga.[sinsi-ga.tsensei—ga rakudaisaseté} gseito-ni yatté]
John gentleman teacher  flunked student-to gave
hon-o kait-a]
book wrote

“Tohn wrote the book that the gentleman gave to the student
who the teacher flunked.”

Ciearlyg then, a relative clause in Japanese which is center-

embedded must reQuire more processing space than one which occurs

sentence-initially. Let us claim, therefore, that center-embedded

Japanese relative clauses are processed on a separate track from

the clause in which they are embedded, We must then ask how centerd

embedded sentential NP's and NP—complements are processed. Since
relative clauses precéde their heads, and complementizers occur
clause—finally, there is no way to tell, at the beginning of an

embedded clause, whether that clause'is a relative clause, a sen-

tential NP, or an NP-complement, This means that these three

types of embeddings must be processed on the same track with
respect To the clause they are embedded in., Since we have claimed
that center-embedded relative clauses are processed on a separate
track from the clause they are embedded in, we must eclaim that
center—embedded sentential NP's and NP-complements are also
processed on a separate track.

Before going any further, let us test the predictions made

by the model as 1% now stands,

{
i
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- 37
| (6a) TR1. John-ga ‘ hon=o kaita

. _ T
TR2 singi-ga ' geito-ni @ yatt;f\\
TR3 sensei#ga / rakudaisaseta ‘—Mf#///
H / ' o |

l {7) Watasi-wa YamadaAsan-wa nezuml-wa chizu-o ftabeta to itta to
I Mr. Yamada mouse cheese ate COMP sald COMP

omoimasu
think

"T think Mr. Yamada said the mouge ate the cheese.”

(72) TR1 Watasi-wa omoimasu
‘TR2 Yamada-san-wa itta to
TRB nezumi-ywa chizu-o tabeta to
| x
(8) #watasi-ga Yamada-san-ga nezumi-ga chizu-o tabeta to itta to
I Yamada mouse cheeée ate COMP said COMP
g omoimasu
think

"It's I who think that it's Yamada who said that the mouse
ate the cheese,”

E'(Ba) TR1 Watasi-ga omoimasu

TR2 Yamada-san-ga itta to
TR3 nezumi-ga chizu-o tabeta to

! H

g - 8o far, we can see some serious problems, The parallel proces-
sing model predicts that (6), (75 and (8) should be acceptable;
however (6) and (8) are completely unacceptable. Accﬁrding to

some speakers, by the time the_iistener hears the third NP-ga in

6) and (8), he is completely lost., Notice that the only difference




“in H or TR3 until its own clause shows up.

the embedded sentence is "hooked up" with the sentence in whiech it

88

between (7) and (8) is that in (7) the subjects of all three
sentenées have the toplc-marker wa while in (8) they are marked
with ga, This means that in the case of (7) all three NP's are
themes; they-have already océurred in previous discourse. I%
certainly seems reasonable that something which has already been
established as a discourse topic¢ should require less ?rocessing
space than a previously unmentioned entity. The following con-
straint is an attempt to capture this, and at the same time correct
the bad predietions made by the parallel processing model about

(6) and (8),

The eclause integrity constraint
In languages with clause-final complementizers, any non-topical
constituent which occurs to the left of its own clause, separated

from that clause by one or more embedded sSentences, must be held

The reason that this constraint applies only in languages with

i

clause-Tinal complementizers i1s the following: If the complemen-

tizer, or relative pronoun, occurs at the beginning of the clause,

is embedded as soon as it begins to be uttered. The level of

embedding of the embedded s t ty

¥pe o

Hy

entence, and in most cases the
embedding as well, is thus determinable from the beginning. In

languages like Japanese, however, it is entirely possible that any
embedded clause is several Ievels of embedding away from the word

that orecedes it, as shown by (9) below.
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{9) Watasi-wa neko-ga oikaketa neZumi—éa tabeta chizu-ga kusatte
I cat chased  mouse ate cheese rotten

ita to omoimasu
was COMP think

"I think the cheese that the mouse thai fhe cat chased ate

was rotten,”

-

e T ——

NP NP v
E  watasi-wa é omiimasu
NP ADJ v COMP
i | | S NP kusatée ité tL
P

NP g chIzu~ga
3 NP tabeta
V nezumi-ga

[]
¥
.
neko-ga cilkaketa

Let us now reconsider (6) ag well as several more examples
according to the clause integrity constraint.

i(6) #John-ga sinsi-ga sensel~ga rakudaisaseta seito-ni yatta
John gentleman  teacher flunked student-to gave

hon~o kaita

book wrote

T —

TRi_Johp-gai hon-o kaita

seito-nidyatta

-

EXCESS1 éénéei-fi/ﬁ ;::§§ZZEE§§§§f§\\

iy S
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To clarify the above, cohsider how the production configUration
would look if.ehough space were available.

sensei-ga @ rakudaisaseta

hon-o skaita

seito-ni

| TR3

H féinsi=ga
i o

i (10) ‘Sensei~ga rakudaisaseta seito-ni sinsi-ga yatta hon-o
teacher  flunked student-to gent. gave book

John-ga kaita
John wrote

This sentence is what was given by a native speaker of Japanese

ked

ot ™
(o]

[ [ =] o’
NILTIL o [}

Japanese. (7) is derivable from (6).by Heavy NP Shift, as shown

P —— T ]

below. In Japanese, Heavy NP Shift moves the NP to the beginning

of itg clause rather than %o the end, as is the case in English.

NP
John-ga § NP kaita.
a——
NP N V hon-o
' \
sinfi:§E1§ NP yatta
NP .V seito-ni.

sensei-ga rakudaisaseta

The circled NP's are each moved %o the beginning of their own

: Eclause, to produce the surface structure shown below.

L

T )
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| TN

//%\\
- NP NP v
—\ L\

S NP John-ga kaita

Nﬁﬂﬂﬂ—ggﬂﬁ\\t\ non-o

S NP sinsi-ga yatta
//\ Ah -

NP v gselto~ni

sensei-ga rakudaisaseta

Conseguently, (7)‘wduld have the following production configuration
=~ -~

TR1 sensei-ga(f)rakudaisaseta/seito-ni sinsi-gdZiatita/hon-o J-ga
7 kaita

TR2

TR3

H

In the case of topical NP's, howevef, the gituation is very dif-

ferent, since theme NP's do not need to be held until their
clauses appear, '

(11) Watagi-wa Yamada-san-wa sensel-wa tagami-o kaita %o itta to
I . Mr, Yamada teacher ‘letter wrote COMP saild C,
omoimasu

think

"I think Mr, Yamada said the teacher wrote the letter,

TR1 Watasi-wa . - omolimasu
TR2 Yamada-san-wa itta to

TR3 sensei-wa tegami—é kaita to

H

We have now shown that the parallel processing model is ade-

quate to account for both leftnbranching and center-embedded

sentences in Japanese, A further problem which presents itself
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is that of relative clauses with more than one head NP,

Y PP N W T et B =Yt G 5 A AT ) A e VT A L A
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5,3 Multiple-headed relative clauses,

Sentences like (12) below, which are almost impossible to
tranSLate into nnngsh are acceptable and grammatical in Japanese.

(12) {ﬂ?awalgatte 1%%1 1nu—ga sinde . 51matté] kodomo-wa. tegami-o
was fond of dog - died child letter
kaité] -
wrote vy

. dad :
"The child who the dog who (he) was fond of (it),wrote the

letter.”

i | S
/’\\\

v

,—*”’d\\ 4&1::::=h }

tegami-o  kaita

NP ¥V kodomo-wa

dﬂdijgz””\kP sinde simatt;\\
5 l ’_ l/\ Ll .

\ ¥ A \

B v inu-ga

ﬂ’—
T‘ ikawa;gétte itaEX \\\
\ N\

This sentence would have a production configuration as follows:

TR1 4 A kawaigatte 1ta/1nu—ga gsinde 81matta/kodomo-wa tegaml o kai~

ta
. TR2
TR3 f)

Relative clauses with three heads are also possible:

! (13) Syookaisita zyoityuu-ga syoohatusite simatta kazoku-ga
introduced maid disappeared family

takusan aru syokugyoo-syookaizyo tuburete simatta
are many employment service bankrupt went

0 "The employment service that the families that the maid
that (they) introduced (her) to (them) disappeared are many
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f went bankrupt.”

E ' : NP v

S NP +tuburete simatta
/\.‘

"’_’*Qz V syokugyoo~-gyookaizyo
V.3
s NP~ +takusan aru

NP V kazoku~ga

__1;5295F’% NP zyzzﬁgtusite-simatta
/\

P 24P Zyootyuu-ga
l \ \ yooka1s1ta T
TR1 ﬁ O B syookaisita/ zyotyuu-ga zyoohatusita-simatta/kgzoku-ga
akusan aru/
/// gyokugyoo-gyoo,

tuburete simat
ta

R3 L  4’,a~f*

Since left-branching structures do not require more than one

! track for the processing of clauses, TRZ2 and TR3, as well as

H, are available to store extractién holes until the NP occurs,
We would like to be able to say that this storage, like the

storage of NP's in English; behaves like a pushdown store. However

this is not the case, since the following sentences are grammatical

(14) Syuppansita kalisya-ga kazi-de yakete-simatta hon~o John-wa
published company fire-by was burned down book,John

£ wrote
kaita
"John wrote the book that the company that published (it) was
burned down by fire,”
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(15)

A b \' éyokugyoo=syoa%aizyo=ga

'T T‘Tsyobkaigﬁte kureta

| (16)

95
NP NP T
_ S - NP John-wa kaita
7N L
‘ﬂ,;ﬂ’?P NP V.  hon=-o
° NP kazi~de yakete~simatta

V kaigya~ga
A
T.f syuppans1ta _

Syookaisite kureta sydkugyoo—syobkaizyo—ga tuburete-simatta
introducing gave employment service bankrupt went

zyootyuu-ga sumituita kazoku-wa tegami-o dasita

maid settled in family letter  sent
5
NP NP {
g NP tegami~o dasita
— A
NP v Kazoku-wa
| | A
S NP sumltuita
/\
P V zyocotyuu-
\ .
S NP tuburete simatta

‘Moribu Daijin-ga hyoosyoo-zyoo-o sazuketa gakusei-tati-ga

Education Minister citation awarded students

amarl yorokénde inai sikiten - de ame-ga hutta
very pleased weren't ceremony at rain fell '
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1 ' | S |
| N/f‘@\ v
”d”’ﬁ\jﬁfﬁh~§§%§%§§ h&tta
NP ADJ ﬂ' sikiten-de’
NP amari inel
orokonde

NP B 47 NP v gakusel -tati-ga
> sazuketa A
Monbu hyoogyoo-
Daijin ZY00-0-

Whitman (1976) has discussed this type of example in great detail,
and has shown very convincingly that the factors affecting the
grammaticality of these sentences are non-structural, Consider;

for example, the following two sentences:

T
(17) * katte ité}kaﬁomo-ga sind%}inﬁ:wa kanasi soodé]
keeping was child died dog sad looks

E (18)§K’ katte ltélkodgﬁo ~Za 81;;;221;;;;;XZEﬁmwa ¥anagi soodé}

f keeping was child dying ended up dog sad looks

The only difference between (17) and (18) is that in (17) the

verb in S, is sinda, "died", and in (18) it is ginde simatta,
*ended up dying",

Also, since the order of NP's in a Japanese clause is relativels
free, it is not entirely clear what the order of extraction holes
has to be, or if there has to be a fixed order at all., Given that,
the notion of pushdown_store violation has very little ﬁeaning,
since it depends crucislly on the order in which the extraction
holes were stored,

Since the acCeptability of this type of sentence is affected

¥ 80 many factors which are outside the scope of this study, I

Sty gt - —C—
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shall not make any aftempt to account for it at present,

Ignoring the probleﬁs with pushdown store violations, however,
the parallel processing model makes some good predictions for
Japanese, Notice that all of the multiple-headed relative clauses
cited above violate the complex NP constraint (Ross, 1967). The
same-track constraint, stated in chapter 4, to the effect that a
held NP musfc return to the track from which it came, was essential-~
ly equivalent to the complex NP constraint, as far as English was
:concerned. In Japanese, hoWever, we can now see an empirical

difference between the same-track constraint and the complex NP

constraint, Even though the relative clause embeddings in (12)-(15
E are complex NP's, they are not processed on a separate track from
l the sentence in which they are embedded. As such, the same-track
‘constraint makes the right prediction, namely that NP's should be
able to be extracted from these embedded gentences, or in this
case, deleted under the control of an NP outside the complex NP.
The same-track constraint is thefefore more adequate than the
complex NP constraint for these cases, More evidence bearing on

thig question will be raised in chapter 7.

aa—
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Chapter 6. COORDINATE STRUCTURES

6.0
Until now, we have been concerned exclusively with.embeddings
which are subordinate to the clause they are embedded in. All
constructions which could even loosely be called coordinate have
been ignored. The reason for this is that coordinate structures
seem to cOntribufe much less to the difficulty of proceséing a
sentence than do subordinate embedded sentences. This chapter is
devoted to demonstrating how the parallel processing model handles
coordinate structures.

Coordinate structures are of basically two types: those

where the coordination is signalled before the first conjunct is

uttered, and those where the coordination is not signalled until

t

. . .
after the first conjunct is u

sentences with both...and, either..,or, the more..,the more,

with and, but, or, and in some czses because, after, before, etec.

I will claim that in the case of coordinate structures, a
copy (M') is created of all or part of the processing machine (M)?‘

Once both halves of the coordinate structure have been processed,

| the two are then stored in the original processing machine, and
the copy is destroyed. Two main questions arise: first, when is

the copy created, and second, how much of the machine is copied.

not only...but also, and so on. The second type includes sentences
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6.1 Initially-signalled coordinate structures

» This type of coordination is the most straightforward., M' is
created as soon as the first coordination signal is uttered. When
the first_half df'the_coordinaté structure is completed and the
second coordination signal is uttered, then M' is festricted 80
that the second half of the coordinate structure will be of the
same syntactiec nature as the first half, |

Consider the_foliowing sentence,

(1) Sue said that both Fred and Peter left last night,
TR1 Sue said that both Fred and - left last night

TRZ

TR3 |

H ’ TR1' "Peter
TR2® -
TR3’
ye

The restriction of M' in terms of the first conjunct explains why

Peter left last night is not interpreted as a clause conjolned to

o

red.

The following examples test whether, by allowing a copy of

the processing machine, we have allowed too much space, that is,

| whether unacceptable sentences can be produced by the machine.

(2) Sue said that both the possivility that the man who hired
her was incompetent, and the fact that the people who she

worked with were obnoxious, had induced her to leave her job,
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nad induced her %o
leave her Jjob

TR1 Sue said that both the possibility and

TRZ that the man was incompetent

! TRB ~ who hired her.
H J¢
' TR1' the fact ' A
TR2® .that the people were obnoxious
TR3' ! she worked with
. /

It would seem that, given that (2) is aCGepfable, we have not
ereated too large a processing machine,

(3) #Both the fact that it's raining and the idea that the

! ﬁrofessor who the dean whé interviewed me recommended won't
be there made me decide To stay home,

TR1 Both the fact and made me decide to stay home

H
TR2 that it's raini;;\\\
TR3 \\\\\

H A

TR1* fthe idea M

TR2' - that the professor won't be there

v i

7R3’ recommended

1re
4L

Notice that there is some unused processing space in M, which one
might suspect would be available if the second conjunct‘prOVed

to be too complex to be handled by M'. The unacceptability of (3)
indicates that this space is not, in fact, available in this way.

The following constraint prevents ill-formed productions of the

LY

[L:gpe shown in (4), o ,
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the second conjunct has been completely processed,

101

(4) TR1 Both the fact and Amade me decide to stay home

TR2 that it's raining

TR3 \ho interviewed me

- ANE

TRi' rq:he idea

A\

won't be there

recommenéj§7z

If a copy (M') of the processing machine (M) is created %o

TR2' that the professor
TR3" '
Hl

The copy isolation constraint

handle a coordinate 'structure,- then contrel can pass to M' only

at the beginning of the second conjunct, and back to M only after

-

Phig econetraint allows ug to define ex

L2 Ll vl ALl S LUWD B v

actly when M*' ig
destroyed, as foliows: When control passes from ' to M, the
material processed in the copy is then stored in M, on the same
track as the first conjunct. M' is thus destroyed as soon as
control pasges back to M, o

Now, congider the following sentence.
(5) Both Fred and either Sue or Peter went to Chicago.
In this case, one of the conjuncts is itself a conjoined structure,
If the embedded conjunction igs to be handled in the same way as
the main conjunction, then M' must be able to create a copy of

itself (M'') as follows:




TR1
TR2
TR3

The
(6)

TR1

TR2
| TR3
H

102

Both Fred and : went to Chicago.

TR1' ‘either Sue or -
TR2' -
TR3!
He
TR1*'* Peter
TR2'*
TR3"!
.

question then arises as to how many coples can be created.

L#Eifher,Fred or both Sue and .either Mike or Peter went to

Chicago,
Either Fred or went to Chicago.

TR1' (both Sue and A

TR2'
TR3!'
H TRi"{eitherﬁﬁike or  wm°
TRZ2'®
TR3"! )
Her TRt Peted
TR '
TR3'* "
B ‘
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“The unacceptability of (6) indicates that the number of sepérate

03]

machines which can exist at one time is three. Perhaps coineciden-
t2lly, the maximum number of tracks in M ig alsc three., This

correspondehce will be discussed later in this chapter.
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a 6,2 Medially-signalled coordinate structures.

This type of sentence, exemplified by (7)~(9) below, is
slightly more complicated than the initially-signalled ﬁype.
(?) Sue and Peter went to Chicago.

(8)' Sue saw Mike and Fred at the movies,

(9) Sue saw Mike and Fred spoke-to Mary.

Clearly, M' cannot be created until after the first conjunct has
been uttered. As is demonétrated in (8) and (9); it is not

always clear how much of the sentence is the constituent to be
conjoined. The first.conjunct'is thus determined according to what
the second conjunct turns out to be. It must therefore be the case
that the end of the second conjunct is signalled in some way. Let

jus posit the following initial hypothesis:

I The end of the second conjunct is signalled by a sequence which is

E“ 1 . [ S
illlsfcrmed in that context,

This is the case in (8); Fred at the movies is not a possible

constituent. However, the initial hypothesis can easily be shown

Eto be too strong. Consider the following:

!(10) Fred knows that his wife and tﬁeir children will arrive at
"~ five o*clock.

In this case, the second conjunct ends after children, but their

children will arrive at five o‘clock is a possible sequence, Tt

would seem, therefore, that while the second conjuncf is being pro-
cessed, some sort of matching is taking place between it and the
material before the conjunction. I will not go into the details
of how this matching could be done, since it is not essential +to
the thesis, and since the problem has been dealt with by others

%

working on the automatic parsing of sentences. (Wocds, Xaplan, among

I
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others).

The end of a conjunct can thus be signalled in one of two ways,
first, by an impossible sequence; and second, by the failure to

Find a suitable match in the first conjunct,

l(li) Fred and Sue and Peter and Michael and Joe went to the movies.
Theoretically, this conjoined series of NP's could be structured
in many ways. A few of the.possibilities'are shown below:

i (a) [‘g‘red and}'_Sue‘ and[Peter and@lichael and Joéﬁn

(v) [Frea ana[sue and Peter) and|Michael and Joa

(c)[[[ﬁ“red and Sue} and Petea and Mi_chaej-.l and Joa

IIf (a) were the right structure, then the production configuration

would be the following:

TR1 Fred and ,r, X went to the movies
TR2
TR D SR
H TR1! 'Sue and p=_ '
TR2* !
TR3' / A \
1 Hf TRi1* 7" Peter and
TR2'? \
; TR A
H" PR1' ' Michael and ;
: TR * ¢ \
TRB”'
H!E! fl\R.j_!’!!lJ'oek
TRzllfl
TRBirtl
HI!I!

E

i
Given that this structure would require five copies of the

processing machine, and we have said that only three can exist
!at one time, either the sentence is unacceptable, or we have
Eposited the wrong structure. Since the sentence is quite

acceptable, we must conclude that the conjunctions are not struc-

tured in this way. Consider the following alternative:
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TR1 Pred and . and went to the movies
TR2 W\
!TRB :

H TRl Sue i/Peter chhael Joe //
TR2" | |

'TRB 1 . -

H*
In this case, only two machines exist at any one time. M' is
repeatedly created and destroyed, after each and NP sequence.
Notice that M' is being used in a way which is analogous to the
use of TR2 in (12} below,
(12) I know the man who owns the cow that xicked the dog that

chased the eat that scratched my sister.

R1 I know thed_’,_q | ™ ”~ A~

A - Ao
TR2 f‘who owns the cow/tnat kicked the dog/%hat chased the cat)that
seratched my sister
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6.3 Non-restrictive relative clauses

In this section itlwill be shown that non-restrictive relative
clauses must be handled in approximately the same way as conjoined
structures; that is, they are processed, not on a lower track of M,
but rather in M'.~ Consider the following sentences:
(13) MNr. Joﬁes, who my sister, who the police questioned,

recognized, is now in jail,

(14) #The suspect who the witness who the police questioned

i recognized is now in jail,
If non-restrictive relative clauses were processed in the same

way as restrictive relative clauses, (13) and (14) would havé

identical production configurations, as shown below,

TR1 Mr, Jones is now in jail
FTaz (ﬂﬂ)!my sister ) recognized
5TR3 / (@Eg_the police questioned

TRi The suspect ' is now in jail
TR2 the witness , recognized

w3 police questioﬂey
EXCESS  Yahol

There would thus be no way of accounting for the difference in

=

-t
E

[»]

acceptability between (13) and (14),

Given that a non-restrictive relative clause does not serve
ito identify the head NP, but rather provides additional information
about an NP whose referent is presumed to be already known to the

hearer, it does not seem unreasonable to suggest that this.type

of clause is processed apart from the sentence in which it is

L | "




embedded,

The following examples test whether the processing of non-
restrictive relative clauses in a separate machine ﬁakes the right
predictions.

{15) #The man who my sister, who the professor who Fred works for
wants to marry, hired, is a fool.
TR1 The man . is a fool

TR2 my sist_er ‘ L " " hired

(%Ri' who the professor wants to marry

IH LR&‘ wno rred works IO;;A

(16) #The man who my sister, who the professor who works here

é wants to marry. hired, is a fool,.
ﬂ

TR1 The man is a fool

TRZ2 who)my sister hired
a }-) y X 7‘~
TR3 | (@Rl’(ﬁgs\the professor wants to marry,;

TR2® who works here

TR3'
H! who

Since {15) and (16) are both judged unacceptable by native
speakers, and are predicted to be acceﬁtable by the production
configuratidné shown, it is clear that if an entire production
machine is created as a copy, enough space 1lg then available to
process anacceptable sentences, Two possible alternatives come
immediately o mind:

1. M' only includes the space which is subordinate or equal +o

L
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the track in M which the last word uttered 1is on.
| For example, if the head NP of the non-restrictive relative clause
was on TRZ2, then the copy would consist of TR2', TR3' and H', If
the head was on TR3, then the copy would consist only of TR3' and
H',

2, If the. construction which causes the copy to be created 1s a
.two-track embedding, theh the copy only containg those tracks
which are subordinate to the track which the head NP is on. Other-
wise, the copy contains those tracks subordinate or equal to the
one which the material immediately preceding the copj

y
on, Consider now the following sentences with regard to the

-

'hypotheses stated above,
(17) My sister, who the professor who Fred works for wants to

marry, lives in Chicago.

| Hypothesis 1 predicts, correctly, that (17) is acceptable,

TR1 My sister AN lives in Chiecago
TR2 = /

|TR3 /

H 1 |

- TRl' .the professor wants to marry N

!i TR2' @ Fred works for

! TR3® (in_‘l} 7/ /

o

Hypothesis 2 predicts that 1% should be unacceptable.

|
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TR1 My sister : lives in Chicaéo

TR2 | !

TR3

H
I n . & wants to marry

-works for

i \

So far, hypothesis 2 has been shown to be inadequate,.

(18) #Mr. Jones, who my sister, who the professor who Fred works
i for wants to marry, hired, ﬁill arrive next week,

Hypoﬁhésis 1 predicts that this sentence should be acceptable,

as follows:
iTRi Mr. Jones 4\ will arrive next week

TR2 |
iTR3

- ' -
i - . A =

Cpr1 égiaxmy sister Al
TR2'
i‘ . TR3® !
H* who
i {TR1'® fwho) the professor  wants 0 marry
TR2'' .Fred works fo
: TR3"' {;hq’ ;?& . /

E ] He Who _ j

|

.

EBOth initial hypotheses have thus been shown to be inadequate;
hypothesis 1 because it allows +too much processing space, and

hypothesis 2 because it allows too little., Notice that for




each copy, hypothesis 1 allows just one more track than does
hypothesis 2. Since the correct analysis must allow more space
than hypothesis 2, and less than hypothesis 1, it must differ from
either of them other than in the numﬁer of tracks allowed, Hypothe-

gis 3, then, is a variation of hypothesis 2,

Hypothesis 3, The copy of the processing machine is not created

until the yelative pronoun beginning the non-restrictive relative

!clause is uttered, The copy consists of those tracks subordinate

or equal to the track holding the relative pronoun, The relative

pronoun is thus stored, not in the copy, but in the original., Sincg

A I R

all relative clausges require a separate track, the relative ?ronoun

is stored in the original, on the track below the head noun. Once

the relative clause i1g returned to the original machine, it is

“'gtored -on the same ‘track 'as the 'relative pronoun, and then promoted :

Famoamo o e
i OO
R QR .
gw.i.bn. |5

Phe fact that the relative pronoun is held in a different
machine from the one in which the relative clause is processed means
!that the relative clause must be prqcessed with a.hole in it, Only
after the processed relative clause is returned to the original
machine is the relative pronoun, and therefore the head NP as well,

ihooked up with the relative clause,

The following examples test the predictions made by Hypothesis J
F(19) #Mr., Jones, who my sister, who the professor who Fred works :

for wants to marry, hired, will arrive next week.

L _
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TR1 Mr. Jones will arrive next week
TRZ2 who
TR3
!H {TR2! my sister - hired Ef‘ ’
| TR3!' who
HY
(7R3** the professor wants to marry 2 N

H't  @ho¥S  EXCESS (who) Fred W

\\

Since the most deeply embedded clause, who Fred works for, exceeds

the space available in M'', the sentence is correctly predicted
to be unaccepiable,
(20) My sister, who the professor who Fred works for wants to

.,i - marry, lives in Chicago.

TR1 My sister: ' l1ives in Chicago
sTRZ who
ETRB
H
A
( TR2' the professor " wants to marry £ °
™R3’

HU

(Who) Fred worliy\

ﬂSince in the case of non-restrictive relative clauses, the
relative pronoun does not occupy storage space in the machine in

which the relative clause is processed, the location of the

extraction hole in a non-restrictive relative clause should not

affect acceptability. Recall that in the case of restrictive

relative clauses, the location of the extraction hole did affect

iacceptability, as shown by the following two examples:

—————c
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! (21) #The man who the woman who Fred hired 0 married lives next

door,
TR1 The man . lives next door
TR2 married )
TR3
H

(22) The man who the woman who hired me married lives next door.

TR1 The man | lives next door
§ TR2 fggz\the woman married

TR3 who hired me

H

Equivalent examples in which the relative clauses are non-restric«

tive should not differ in acceptability, as follows:

E . R . .
5(23) Mr. Jones, who my sister, who lives in Chicago, works with,

18 gelvving
|TR1 Mr, Jones is getting married
TR2 who S
TR3 :
. A
H {TR2' my sister works with A1

E TR3* who T;\\;
H* \
A
‘TR3'' £ lives in ChicagoV

o
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who I saw yesterday, works for,

lives in Chicago

(24) Mr., Jones, who my sister,
lives in Chicago.

TR1 Mr., Jones
| TR2 who \

TR3

H { TR2' my sister works for gV
! TR3! who i\

H!
Ao

Hll

0 BRI

i

£ TR3'" I saw yesterday. Y

ESince (23) and (24) exhibit the same degree of acceptability, we

conclude that hypothesis 3 is essentially correct.
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6.5 Summary and Re-evaluation

In this chapter we have considerably developed and expanded
the parallel processing model, Given these modifications, it
seems profitable to reconsider the machine in its entirety.

The basic processing machine has three tracks and one hold
cell, This basic machine may be-coplied, in whole or in part, to
process what I have very loosely termed co-ordinate structures.
There are several principles governing how the processing space
is utilized, as follows:

1. Sentences invariably begin on TR1 of the original machine (M),
Separate tracks are required only for post-nominal restrictive
relatiye clauses, NP-complements, and center-embedded sentences in
lénguages which have clause~-final complementizers.

2. +An NP which has been shifted to the left must be held, apart

s clause, until the extraction hole is reached,
3. (Pushdown store) If two NP's are being held at once they must
be restored to their extraction holes in the opposite order from
that in which they were stored,

&, (Same track principle) An NP whiéh is held must always return

!to the track from which it came.

5. (Promotion Principle) A sentence processed on a subordinate

Etrack (TR2 or\TRj) is promoted to the track immediately above it

as soon as 1t is complete (on the table).

6. (Sentence integrity constraint) In languages with clause-
final complementizers, any non-topical constituent which occurs

to the left of its own clause, se@arated from that clause by cne

&
or more embedded sentences, must be held until its own clause

shows ubp.

—
I
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7, (Copy Isolation Constraint) If a copy of the basic machine
J is created, control can pass %o the copy from the original only
at the beginning of the conjunct or relative clause, and can pass
back to the original only after the constituent in the copy has

| veen completely processed.

¥

The guestlion now arises as %o how powerful the machine is.
Glearly, if the manipulations required of the machine are excessiv-
ely powerful, then the mocdel loses much of its value,

Kuno (personal communication) has suggested that the capacity
to create coples gives the machine excessive power, and that if it

were possible to eliminate the copies entirely, the model would

be more elegant. I agree entirely with his suggestion that a
single processing machine would be preferable to the vne which

| T

tave been unable to construct a single

4
m
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smachine which makes the right predictions about the acceptability
lof sentences containing conjunctions and non-restrietive relative
clauses,

E One aspect of the model, as it is presently stated, gives

the impression that the machine is extremely powerful. This is the

notion that the machine is capable of creating copies of itself.
!FortunatelyE this is not an essential part of the model. One
could simply state that just as there are three tracks available,
there are three machines available. We then have to explicitly
state the constraints on how the three coples can be used, These
are as follows:

1. If control is in TRi when it passes from M to M', it can only

pass to TRi', and must return to TRi when the constituent processed

I
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in M' is completely processed.
§2. The same constraints apply in M' and M'' as in M, so that if
control passes to TRi', any tracks higher than TRi' in M' are

iunavailabie for processing déepiy“embedded material.

It would seem that the two statements of the model are
functionally equivalent, although the first statement may be

formally more powerful than the secord. i

Let us now examine the question of whether the principles
Istated above can be integrated into 2 more concise statement, First
note the following similarities between subordinate tracks and
subordinate machines.

1, Just as there are no more than three tracks, there are no more

+thah three machines,

-2, ‘The promotion principle applies to subordinate machines, as

well as to subordinate tracks, Material processed in a subordinate

machine or track is promoted to the machine or track immediately
Pabove it as soon as 1t 1ls processed.

3. Just ag subordinate tracks become available after the material
on them has been promoted, subordinate machines also become

avallable in this way.

4, The three tracks behave like a pushdown store, as follows:
;

f there is material on TR1, then TRi-1 is inaccessible until
the material on TRi has been promoted to TRi-1, The three machines
behave 1in exactly the same way. ‘
We can thus view the entire processing machine as a pushdown

store of capacity 3. This pushdown store containg the machines,

cach of which is a palr of pushdown stores. The first member of

5

l{Te pair contains tracks, the seéond_member hold cells, TR3 can
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be in either of these two pushdown stores, but cannot be in both
of them at once. The guestion arises as to what each track is.
Since I have not provided an actual parser which takes as input

a sentence and provides as éutput'a structure which could serve

as input to a semantic processor, the answer to this question is
not apparent, However, since no-permutation of constituents can
take place on a track without the use of a hold cell, I would like

to claim that each track has at most the power of a pushdown store,

BIt may even be the case that eabh Track is a finite state deviée,
but at present, I have no grounds for claiming that it is.

It is well known that for any pushdown device with finite‘
capacity, there is a finite state device which is weakly equivalent,

Given that all the pushdown stores in the parallel processing

model are of finite capaclty, we can conclude that, formally,

the parallel processing model is no more powérful than a finite

3

tate device, However, the relevance o
of power to the evaluation of linguistic models has been questioned,
tand I do not wish to make any claims about the merit of the
parallel processing model based solely on its formal power,

The following is a schematic representation of the parallel

processing model.

Lo
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M TR2 TR3 S
TR1 H

The above schematic 1s somewhat misleading, in that it gives the
impression that all of the space in the model can be filled at
once, This is not the caée, given the restricitions stated above
on the ways in which control can pass from one machine to another,

and from one frack to ancther,




FOOTNOTES TOQ CHAPTER 6

proposed by Thompson (1971), i

two machines are collapsed here to save space,

1, The question of whether the creation of copies gives the
machine too much power will be discussed later in this chapter.
l 2. This treatment of non-restrictive relative clauses implies

no necessary agreement with the analysis of relative clauses

'53. This notation does not mean that TR1' is contained in TR3., The

t
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Chapter 7. SYNTACTIC IMPLICATIONS

Having developed the parallel processing model primarily to

account for ¥he facts of sentence acceptability, it is interesting

to examine what, 1f anything, the model can contribute to syntactic
research; in other words, whether the model provides motivation
for certain syntactic phenomena, or perhaps a simpler or more
adequate statement of some syntactic rule, generalization or
constraint., There are three specific areas where the parallel
processing model seems to have something to contribute, This
chapter is devoted to a discussion of these three areas in

furn, first as they havé traditionally been treated, and then in

terms of the parallel processing model.

[ R S
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;7'1 Non-restrictive relative clauses in Japanese

English non-restrictive relative clauses differ from restric-
tive relative clauses in a number of ways. First, they ars
invariably signalled by so-called comma intonation. Secondiy, the
relative pronoun, which can be deieted under certain circumstances
in restrictive relative clauses, -can never be deleted i1If the rela= f
tive clause is non-restrictive, Third, non-restrictives, when
center-embedded, are more acceptable than restrictives in the
| same situation., Fourth, it has been claimed that they are derived

ifrom an entirely different underlying structure than restrictive

relative clauses,

{ Kpnd (1973) has shown that none of the above distinctions

obtain between restrictive and non-restriective relative clauses

“liin Japanese, In a standard syntactic analysis, one can only state
&that this is the case; transformational grammar provides no prin-
cipled reason for it, A left-to-right model, on the other hand,

allows a fairly straightforward explanation, as followss

d Since Japanese relative clauses are prenominal, the hearer has
no way of knowing whether or not the head NP is already known to

him until after the relative clause has been uttered. He therefore

=does not know whether the relative clause will contain information
crucial to his identification of the referent of the head NP. Given
this uncertainty, he must proceed under the assumption that the
relative claﬁse is essential; in other words, that it is

restrictive,

Strictly in terms of the parallel processing model, we can

also say the following:

——e— mc—

Eﬂ In order for a machine copy to be used, there must be an overt
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trigger., In English non-restrictive relative clauses, the frigger
i.is the comma intonation plus the relative pronoun, In Japanese,
even if there were 2 relative pronoun, it would nct occur at the
beginning of the embedded clause. As such, there can be no overt
triggef, and therefore no copy can be used. Non-restrictive rela-

‘tive clauses, must, therefore, be processed in the original machine,

in the same way as restrictive relative clauses,

e
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7.2 The Complex NP Constraint
This constraint is stated in Ross (1967, p. 70) as follows:
No element contained in a sentence dominated by a
noun phrase with a lexical head nocun may be moved
out of that noun phrase by a transformation,

In the parallel processing model, the constraint which serves the

same purpose as the complex NP constraint is the same track con-

straint, which can be stated as follows:
A constituent which is removed from a track and

stored in H or TE3 must be returned to the track
from which it cane,

The question arises as to whether these two constraints are
empilrically different, and if so, which one of the two is more
adequate, Recall that in chapter 5, there were many exampies of
grammatical Japanese sentences which violated the complex NP cong-
§traint. The same-~track constraint correctly predicted that these
|
sentences should be grammatical.

Another class of counterexamples te the complex NP constraint
| |

was discussed by Awwad (1973). These involve wh-questions and

relative clauses in Arabic.

Ki) almasalatu allatil hanna?a alustaéﬁu alfatazta allatii

the problem which congratulated the girl who
the teacher

hallathaa mu%aqqadatun jiddan
gsolved it difficult very
"The problem which the teacher congratulated the girl who

solved (it) was very difficult.




T

/‘ /’g-h\\_
NP YP
/\
NP S mugaggadatun jiddan
' difficult very
almasalatu RELP NP NP

the problem | a=::::%n T —
allatii V¥ alustaadu NP S

NP VP
/""——’\ —m— — e
NP S ag¥aru kadiiran mina albamsi
- ="\ T1s gmaller much than the sun
algamaru RELP V NP PP _
the moon | \ [T— N
allddii tabaa- alrasiisu P NP
which hada the pres.
conferred ma9a NP S
with
rajull RELP ‘)QL-——_*__
alfadaa?i 2114811 amdaa Salayhi
the spaceman who spent on it
sanatayni
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which | teacher f“‘%’ T —
hanna?a alfataata’ RELP Yg\

congratulated the girl
allatii hallathaa

who solved 1t

(2) algamaru allgdii tabaahaba alra?iisu ma9a rajuls alfadaa?i
the moon which conferréd the pres. = with the spaceman

alla®ii amgaa. 9alayh1 sanatayni asfaru kafiiran mina al¥amsi
who gpént_on it 2 years 1s smaller much than the sun

"The moon, which the president conferred with the spaceman

. who spent two years on (it), is much smaller than the sun.,”

d._—~#"”'§_—"‘““‘**-—__*__

2 years

When an NP is relativized in Arabic, a so-called returning pronoun

occeurs; in other words, in addition to the relative pronoun, which
occurs clauséninitially, there is also a pronominal copy of the
relativized NP inside the relative clause, These relative clauses,

therefore, do not have exiraction holes., In Modern Standard Arabic,

L
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although not in Palestinian or Lebanese colioquial Arabic, the
returning pronoun may be deleted under certain conditions?' It is
!these conditions which are most interesting.

First, non-subject returning pronouns may only be deleted in
those cases where the complex NP constraint is not violated. Con-
| sequently, (1) and (2) above would be ungrammatical if the retur-
ning pronouns haa and hi were deleted. The following examples,
on the other hand, are grammatical without the returning pronoun,
since there is no violation of the complex NP constraint.

(3) deaxalat alsanatu allatii ashaabu alnujuumi wasafuup
entered the year which tﬁé owners oftthe deécribed
: : stars

"The year which the astrologers described siarted.”

v i
daxalat - NP
| entered — N\ ,/’QT“““-—~;-_
alsanatu RELP NP v
r the year 4 {
allati] wasafuuf
i wnieh  aspaadu desclhibed

alnujuumi
the astrologers

(L) alxabaru allddii %akarta § amsi ¥ayru sahiihin
the news which you mentioned yegterday not true

"The news which you mentioned yesterday i1s not true.,”

S
T T
NP Vv
/ \
NP S ¥Yayru sahiihin
Te— not true
alxanzcaRELP V ADV

ithe news / AN
2112911 Bakarta aési
which you mentioned yesterday
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Secondly, returning pronouns which are subjects can always be
deleted, Awwad has the following to say about this:

The deletion of the returning pronoun whén it is

in the nominative does not affect the grammaticality

of sentences derived by relativizing an element of

a relative clause., This is so because this pronoun

ig also realized as a person marker on the verb, {(Awwad, 19?3,)
v. 122

Simply stated,'then, the facts are as Tollows: Arabic relétive
glaué?rwwdﬁbgo? subjebt to the complex NP constraint just in case
there is some sort of pronominal copy of the relativized NP, either
a person marker on the verb or a returning pronoun; left behind

e |

inside the relative clause,

Consider now how the parallel processing model would handle
%the situation. First, recall that a stored constituent is

returned to its track only when its extraction hole is reached.

i Crucially, if there is a copy of the relativized NP inside the

relative clause, then there is no extraction hole. The stored
) while. Yhad clavse / .
NP will thus not be returned to the relative clause/is being

i
processed,

To make this clearer, consider the production configuration

for (1) above:

TR1 almasalatu NS " mu9aggadatun jiddan

allatii}

fRecall the conditions for promotion of a sentence to a higher track:

1, The sentence must be on the table, i.e. it must be gyntactically
complete, and the first word of another clause {or the end of the

sentence) must have been encountered,

L .
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2, There must be no stored NP's in H or TR3, tagged for the track
iwhich the sentence was processed on,
Given these two conditions, there is no reason why allatii

nalathaa cannot be promoted to TR2 asg soon as mulfaggadatun is

encountered. The contents of TRzl(hanna?a alustaddu alfataata

allatii hallathaa) cannot be promoted to TR1i, however, until the

relative pronounh in H, allatii, has been returned to its track.
At this point, the returning pronoun, which isg now on TR2, is
matched up with the relative pronoun, thus removing the relative
pronoun from H,

The returning pronoun, then, can be viewed as a means by
which an embedded sentence can be made to satisfy the conditions
for promotion. The restoring of the held NP to the clause in which
'git belongs is thus postponed until the clause is on the track wnich
the held NP is tagged
] Since Arabic has a productive rule of subject proncun deletion,
a sentence can be syntactically complete without a subject pronoun,
and as such there is no need for a returning pronoun in subject

position.

This analysis also predictsg that 1f returning pronouns can

occur in English, then they should allow speakers to violate the
§Complex NP Constraint. Many speakers do not allow returning

pronouns at all, but for those speakers who do, the predictions

made by the parallel processing model are correct, as follows:

i
E(5) ¥*Fred bought the book that I know the man who wrote.
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i ,
TR1 Fred bought the book

S O

TR2 @ I know the man
TR3 who wrotfe
H

Since S3 (who _wrote) is not syntactically complete, it cannot be
promoted to TR2, That cannot be retrieved from H, since it is
tagged for TR2, and control is on TR3. The production is therefore

iblocked.

(6) Pred bought the book that I know the man who wrote it,

IPR1  Fred bought the book e

- \
TR2 ( I know the man]\
TR3

fwho wrote it

J

In this case, 53 {who wrote it} is syntactically complete, and as

H

such can be promoted to TR2, The contents of TR2 (I know the man

|/

1 _
who wrote it) cannot be promoted until that is retrieved from H,

That is matched with it, and then the whole clause is promoted to

TR1, successfully completing the production.
Let us now examine some cases of wh-questions in Arabic, where
a situation obtains which 1s similar to the case of relative clauses|
First of all, we need to give some facts about the rules
forming wh-guestions in Arabic., As Awwad states it, there are two

alternatives: a chopping rule very much like the one forming

&

h-questions in English, and a copylng rule involving a relativi-
zation process as well., These two possibilities are illustrated in i
examples (7) - (9) below. From a sentende like (7) we can question

he direct object by the chopping rule as in (8), or by the copying

i — CE—
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rule, as 'in (9).

(7) Yariba alqi??u alhaliiba
drank the can +the milk
"The cat drank the milk."

(8) madéan fariba algittu ?
what drank the cat ?

"What did the cat drink?"

(9) maa alfay?u Lalldbii Zaribahu alqittul?
what the thing which drank it the cat

"What is the thing which the cat drank?"
Since the chopping rule does not allow for a returning pronoun, oneé
might expect if to be subject to the complex NP constraint. This
is, in fact, the case, as shown by the ungrammaticality of (10).

(10) ¥*masdaa hanna?a alustazou alfataata allatii hallat 2
what congratulated teacher girl who solved

——art T

gratulate the girl who solved?"

"What did the tedcher con

The cépying rule, on thg other hand, does have a returning pronoun

and as such is not subject to the complex NP constraint,

{11} maa al§ay?u.{allé§ii nanns?a alustaddu alfataata{?llatii
what the thing which congrat. teacher girl who
pallatﬁén
solved it
"What is the thing which the teacher congratulated the girl
who solved {(it)?"

=

Just as the returning pronoun can sometimes be deleted in ordinary

nrela‘tive clauses, it can also be deleted in the relative clause
which forms part of the copying type of wh-questions, This
deletion is subject to the same conditions as in ordinary relative

clauses; that is, it can only happen in cases where the complex

iNP constraint is not violated, The same track constraint
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icorrectly predicts these facts. The following are the productiocn

configurations for (8)-{11).

(8a) TRi(maéﬁaé)%ariba algittu

(9a) TRi maa alfay?u

TR2 TR2 11491} Sarivahu algqittu
' TR3 ' f

H {a}.a”éi\_ /
(10a) TR1 hanna?a alustazgdu alfataata

TR2 allatii hallat g

TR3

H /‘Qd.a??} ag,)

'n this case, the production is blocked. S2 (adllatii hallat) cannot

be promoted because it is syntactically incomplete, Waadaa cannot

T

ce retrieved from H to complete it because it 1s tagged for TRi.

{11a) TR1 maa alday?u _~
™ N\
TR2 i) hanna?a alustaddu alfataata o
TR3 Qllatii ballaszgrhﬁx
| | -

o S B I S I

s
(;;}
]

[n this case, 53 (allatii hallathu) is syntactically complete, and
can be promoted to TR2.” The contents of TRZ cannot be promoted

o PR1 until alladii is retrievéd from H. AllZ8ii is matched up
| with the returning pronoun hu, allowing promotion to TR1 to take
'placé. The production is therefore complete.

We have now shown that the same track constraint is empirically

159 K e T A Gt
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more adeﬁuate than the complex NP constraint, since it makes the
right predictions for two classes of serious counter-examples to
the complex NP constraint: Japanese multiple-headed relative

clauses, and Arabic relative clauses and wh-questions,

ik it Ta e e R R S
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7.3 Kitestring tangling

Consider the following sentences:
(12) It's John that I don't know what to say to.
(13) #I%'s John that I don't know what to talk to about,
Both of these sentences violate the double-hole constraint (Kuno &
Robinson), The double hole constraint states that if an NP is
extracted from a sentence, then that sentence becomes an island, .
and no further elements may be extracted by any later rule, Both
(12)and (13) should therefore be ungrammatical, This problem
double hole viclations where the second extraction does not extract
an NP, from between the hole left by the first NP and the place
where that first NP ends up; are in general much more acceptable.
This is the case with (12) and (13) above, as shown by the diagrams
below: |

(12a) It's John that I don't know what to say # to 8
e ———y — 1

1 . J ‘\
(13a) *It's John that I don’t know what to talk to £ about J
i

L - '

I shall refer to the situation in (13) as a case of kitestring

Various proposals have been advanced to handle this problem;

= AvraTIAY AW AP el m e e e e d oy mnn? T or iy Poman el m e e e S
ITUwWEveEeL 11011 i et C4ali sSatTls sLULLLY allbuUllilL iUl Lile gSlalillad vi=

1)

cality of (14) (again, only for those speakers who allow returning

pronouns, )

(14) I don't know which pecple CommuniSm would be easy te talk to
them about.

The parallel processing model provides a fairly simple account

for the above facts, Recall that when two NP's are being held
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at the same time, they must be restored to their tracks in the
opposite order from that in which they were stored. In other
words, H and TR3 combine to behave like a pushdown store. The

yfdllowing are the production configurations for (12) and (13) above:

(16) TR1 It's John.l don' % know. to talk to Labout,!k

P atan

that : : .

mQSo far, the parallel processing model correctly predicts that (12)

is grammatical and (13} is ungrammatical. Consider now how the

Wﬁich people

model handles {(14)}:

¢17) TR1 I don't know @:ﬂb would be easy %o talk to

them aboutg .

TR2

\Communism

Since the extraction hole for which people is occupled by the

returning pronoun them, there is no need to retrieve the held

iNP from H when them is reached., When the end of the sentence is
reached, Communism has been retrieved from TR3, The sentence is

not complete, however, until which peoble has been returned to its

track., Now that Communism has been removed from TRE3, which people

ig accessible, I% is then matched with them, and the production is

o
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complete,

Consider now the contrast between (14) and (18) below:

(18) *I don't know which people Communism would be easy to talk to
! about it.
Clearly, it is not the case that if either one of the holes is
occupled by a returning pronoun, the sentence will be grammatical.

The parallel processing model again makes the correct predictions,

as follows:

ETRl I don't know(which people) would be easy to talk to £ about

it

!TRZ
JTR3 ' y
H whiech peovnle

When the extraction hole after to is reached, the only NP accessible

]
ito £ill it is Communism, The NP which belongs there, which people,

cannot be retrieved as long as Communism is on Tk3., The returning
pronoun does no good, since it occurs after the production would

talready have been blocked. -

The same situation also arises in French, as illustrated by

the following examples:

1{19) Voici les étagkres sur lesquelles je ne szld pas quels livres
E here +%he shelves on which I know not which books

je devrais mettre
1 should put

L "Here are the shelves that I don't know which books to put on.”

TR1 Voici les étageres

TR2 sur lesquelles)je ne sais pas(EEZEZ_EEEEEED

! je gevrals metice

] — ,;Pﬁ

TR3 quels livres 7\
sur lesquelles J

L D




136

{20) *Voici les livres que Jje ne sais pas sur quelles étagkres
here the books that I know not on which shelves

e

devrais mettre,
should put

“Here are the books that I don't know what shelves to put on."

TR1 Volci les livres

TR2 @ je ne sais pas(Bur quelles étagires)je devrais

A mettre 4 B
TR3 Gg;;F;;elles ét;;%;%;?} 7A.7\
H

(21} Voicil les livres que je ne sais pas sur quelles étagdres je
here the books +that I know not on which shelves I

devrais les mettre,
should them put

"Here are the books that I don't know what shelves to put them
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FEOTNOTES TO CHAPTER 7

1. Perlmutter (19?2) has also discussed this guestion, and

relativization be invariably a copying rule, with

a subsequent rule of Shadow Pronoun Deletion, which is

sensitive to the island constraints,




!
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gthe parallel processing model as it now stands is completely
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Chapter 8. CONCLUSION

In the preceding chapters, we have constructed a theoretical
machine for the processing of sentences. Although no claim is
made that the machine reflects the actual processing of sentences
by human beings, we can claim that the machine allows us to predict
correctly whether or not a sentence is acceptable,

We must now ask what the relationship is between a processing

model of this type and the current theories of grammar. Clearly,

inadequate as a replacement for the syntactic component of a
generative grammar., We have proposed no mechanism for enumerating
the grammatical sentences of a language; we have provided a means
for distinguishing acceptable sentences from unacceptable ones,
Given that, we must therefore ask whether the parallel processing
model is compatible with a generative grammar, and if so, how they
would interact. The most obvious problem is the fact that while the

parallel processing model works left~to-right, most transformational

grammars operate cyeclically, from the mogt deeply embedded clause
to the matrix sentence, In most cases, unless the surface structure
is entirely left-branching, these two orders of operation do not
coincide, It is therefore the case that the parallel processing

model could not be used as a framework for producing sentences

according to the rules of a generative transformational grammar,
13

This impossibility lends further support to the already widely

jaccepted statement that a generative transformetional grammar is not.
rule by rule, a real model of sentence production.

The parallel processing model could, on the other hand, serve

as a filtering device, which would take as input the surface

., —
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structures produced by 2 generative grammar, and filter out those
which are unaccevntable. However, this defeats the whole purpose
of having a model which works ieft-to-right, since the ultimate
goal of a leftwto;right model is, in fact, to reflect the way
sneakers actually produce sentences, If the barallel processing
model worked as a filtering deviee in this way, then the actual
production of the sentence ﬁould not be left-to-right at all,

Clearly, then, in order to construct a complete model of
sentence processing, there must be some kind of grammar which would
work left-to-right, This grammar d not be a simple phrase-
structure grammar, such as Yngve's, for the following reason. Just
as cyclically applied rules do not work left-to-right for a right-
branching structure,; phrase structure rules do not work left-to-
right for a left-branching structure. A left-to-right grammar must
be able, not only to expand nodes, but alse to build higher struc-
ture,

Several lines of inguiry are possible at this point. First,
one might try to construct a left-to-right grammar which would be
compatible with the procéssing model presented here, Secondly, one
could explore further contributions that the model makes to syntac-
tic theory. Third, one could try to test the psychological reality

of parts of th

A
e uLOdel. SOW u

g o o e L —
ne aspec "

8 of the model which appear to be

testable at this point are as follows:

1, The claim that once a sentence is on the table, it is no
longer in an active state with respect %o syntactic analysis.

2. The claim that no clause can be promoted if there remains in
H or TR3 a constituent tagged for thé track which that clause

is on. This claim implies that the sentence should be rejected




at the point where promotion would have taken place. For

examole, sentences (1) and (2) below would be rejected at

the points shown by /.

(1) The book that Fred read the story to me was/on the +table,

(1a) The book that Fred read the story to me out of was on the
table, i

(2) It's.Sue that Fred told me the dean wanted to see Mary., /

(22) It's Sue that Fred toid me the dean wénted to see Mary

about.

o

wo
p—
-
£
5
ct
5
3

. mammT o Ahod et s wrmrrt A PRI
ROOW any peoylc that Communlam would be easy To

(3a) I don't know any people that Communism would be easy to
E talk o them about.

‘INotice that in (3a) above, one could claim one of two things:
either (i) that the returning pronoun them is matched with people
!as sson as them is uttered, or (ii) that the matching does not
itake place until the end of the sentence, when the présence of the

stored NP tagged for TR1 forces an éttempted match, If the first

claim is correct, then (3) should be'rejected when Fred is uttered,

since the match would fail, but if the second claim is correct,

then the sentence should not be rejected until the end,

[y

j5. The notion of varying memory he impl

load., The implicit claim is made

that when all available processing space is odcupied, the speaker's
snort-term memory is loaded to capacity, whereas if less space is

used than is available, the speaker should have some memory "left

over" for other tasks,
In sum, even though the problem of construecting a complete

odel of sentence processing has not been solved, we have discovered

L .
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what the limitations are on sentence complexity. We have provided
a means for stating these limitations in terms of a model which
iworks left-to-right. This model has also allowed us to provide
principled reasons for the existence of certain syntactic rules,
to cavture generalizations about rules previously thought to be
unrelated, and to account for gome previously unsolved syntactie
phenomena, Sinee the model does work left-to~right, we have also

provided a plausible framework for a psychological model of

sentence processing,

[t e s L —————

-
|
|
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